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Abstract

The study investigated the impact of inquiry-oriented instructional approach (IO-IA) on

the teaching and learning of partial differential equations (PDEs) at the undergraduate

level with the purpose of addressing challenges that students face in the learning of PDEs.

A purposive sampling technique was used to select four hundred (400) students from the

two cohort groups (2016/2017 and 2017/2018 academic year students) of mathematics

students. The selected students in each year group were put into two groups: control

and experimental. The study employed sequential explanatory design. Observation, test

and semi-structured interview were the data collection instruments used during the study.

The independent sample t-test for equality of means indicated that there was significant

difference between the mean scores of the control and the experimental groups in all

the phases in favour of the experimental group. The study revealed that instructional

strategies and methods, students’ ability to recall and apply pre-requisite knowledge in

solving PDEs, computational ability and availability of ICT tools were the major factors

affecting teaching and learning of PDEs. The study recommended the integration of

IO-IA by teachers in PDEs. Other recommendations made by the researcher is the

integration of ICT into the teaching and learning of PDEs, adaption of measures to

help students improve their computational abilities and the inclusion of inquiry-activities

in teaching and learning to improve retention among students. The researcher also

recommended that institutions should provide ICT tools and software and also adapt small

class size for effective integration of IO-IA in teaching and learning process.

Key Words: Differential Equations, Elaboration, Engagement, Exploration, Explanation,

Evaluation, Epistemology, Ontology, Inquiry-Oriented, Inquiry-Based, Mathematical

Modelling, visualization, Instructional Design, Ordinary Differential Equations, Partial

Differential Equations, Realistic Mathematics Education.
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Chapter 1

INTRODUCTION

1.1 Overview

This chapter consists of the background of the study, the statement of the problem, the

purpose and objective of the study, the research questions, the significance of the study,

the limitation and delimitation of the study as well as the organization of the study.

1.2 Background of the Study

In almost every country, mathematics occupies a central place in the school curriculum.

Mathematics is said to be logical, reliable and a growing body of concepts. It makes use

of specific language and skills to model, analyse and interpret the world. Mathematics

which is described as a human activity involves creativity in the discovery of patterns

of shape and number, the modelling of situations, the interpretation of data and the

communication of ideas and concepts. One of the rationale of the mathematics syllabus

of Ghana Education Service (2012) is that the acquisition of knowledge and skills in

mathematics always help students to discover, adapt, modify and come out with innovations

to face the changes around the globe and future challenges as well. At all levels, the

study of mathematics is more than just the acquisition of basic concepts and skills. More

importantly mathematics aims at finding general strategies for finding solutions to real-life

situations. Among the general aims of the elective mathematics syllabus for Senior

High Schools (SHS) in Ghana (Ghana Education Service, 2010) is to help students use

mathematics as a tool for analysis, critical and effective thinking, not forgotten its

usefulness in commerce, trade and technology. Among the numerous aspects

of mathematics in the undergraduate studies in most tertiary institutions is Differential

1
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Equations (Ordinary and Partial Differential Equations) which has real-life application in

many fields.

The concept of differential equations are mostly used in solving applied problems in

various disciplines ranging from Physics through Medicine and Economics. Differential

equations have remarkable ability to predict the world around us (Pinchover & Rubinstein,

2005; Braun, 1983). Louis L’Amour, a famous inspirational writer ones said “The only

thing that never changes is that everything changes” (L’Amour, n.d.). That is, one thing

that will never change is the fact that the world is constantly changing. And anything that

changes is a dynamical system and differential equation is used to explain these kinds of

phenomena. Mathematically, rates of change are described by derivatives of functions

(Arrowsmith & Place, 1990). Derivative of functions are used to describe the world

around us, say the growth of a plant, the fluctuations of the stock market, the spread of

diseases, or physical forces acting on an object. The way these functions inter-relate with

other mathematical parameters is all the time described by differential equations. Among

the most basic examples of differential equations is the Malthusian Law of population

growth,
dP
dt

= rP which shows the change in population (P) of any species with respect

to changes in time (t) (Braun, 1983). This growth rate is equal to the product of r and

the population, P, where r is the constant which depends on the species. In the field of

medicine, differential equations are used in the modelling of spread of disease. In the field

of engineering, it plays a vital role in determining the flow of electricity. In the field of

chemistry, differential equations are used in modelling chemical reactions and compute

half-life of radioactive substances. In the field of economics, differential equations is used

to find optimum investment strategies and money flow/circulation while in the field of

Physics, it is used to describe motion of waves, pendulum or chaotic systems. Differential

equations classified into either ordinary or partial. In ordinary differential equations, only

one independent variable exists in the equation but in partial differential equations, two or

more independent variables are used to determine the dependent variables. For example,

to determine the inflation of a country, several commodities come into play (Braun, 1983).

2
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Partial Differential Equations (PDEs) are among core parts of many applied studies when

it comes to the field of sciences, economics and technologies. In the field of applied

sciences for example, the change in one dependent variable may be as a result of the

changes in several variables, such phenomenon is described by partial differential equations.

The key defining property of partial differential equations is that there is more than

one independent variable x,y, ..., and there is a dependent variable, that is unknown

function of these variables u(x,y, ..) and its partial derivatives (Strauss, 2008; Coleman,

2013). Partial differential equations have numerous applications in our daily activities

and inventions and so play a major role in applied studies. PDEs describes all kinds of

physical phenomena and applications in all sorts of fields (Strauss, 2008). For example,

the price of a particular commodity may depend on the demand and supply on that

commodity. The change in population of any species may depend on the availability

of food, the environment, and even the predators which feed on that species. Whenever

the independent variables affecting a particular unknown variable is more than one, the

derivative is said to be partial and hence partial differential equation is applied in this

situation.

Notwithstanding the numerous applications of differential equations, students at the

undergraduate level are faced with difficulties in understanding the concept of differential

equations and find it difficult to apply such concepts. This may be due to the way the

subject is being taught in our universities or the way students also learn. Rasmussen,

et al (2006) stated that when students approach the study of differential equations as

mechanisms that describe how functions evolve and change over time, they develop a

conceptual understanding of key themes around the course. But in most cases, mathematics

teachers sometimes use approaches that are structured around learning activities that

emphasize the classification of equations into various types and the use of specific algorithms

to solve them (Rasmussen et al., 2006). In most of the cases, mathematics teachers’

instructional approach is focused on the use of rules and algorithms in finding solutions

3
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to problems which lead to lack of conceptual understanding.

Students have also associated the analysis of differential equations with the use of series

of algorithms and procedures to find their solutions and to solve corresponding problems

(Rasmussen & Kwon, 2007; Kwon, 2008, Camacho-Machin, et al., 2012). From the

researchers observation, it was realized that students in differential equations class were

learning analytical, graphical and numerical methods in a compartmentalized manner. In

this way students do not establish proper connections or relate meanings around mathematical

properties associated with the approaches they use. This was seen in the students’ inability

to interpret the meaning of solutions obtained after solving differential equations. For

example, in Partial Differential Equations (PDE) class, most of the students could not

interpret the meaning of initial condition ut(x,0) = f (x) for a given wave equation

utt = c2uxx and its corresponding boundary condition ux(0, t) = 0, u(L, t) = g(x),

0 < x < L. Camacho- Machin, et al (2012) on their study on ”An Exploration of

students’ conceptual knowledge built in a first Ordinary Differential Equations course

(part 1)” stated that, the focus of learning activities shape to some extent the students

comprehension and use of mathematical concepts.

The researcher has been teaching ODEs and PDEs over the years and has realized that,

students lack the concept of limits and derivative of functions. This lack of understanding

these concepts is easily seen in their differential equations courses (Ordinary Differential

Equations (ODEs) and Partial Differential Equations (PDEs)). Apart from their lack of

understanding of the concepts taught in Algebra, Linear Algebra and Calculus, they

also lack the ability to transfer what is being taught to new concepts. For example,

even though students were taught determinant of matrices in their Algebra and Linear

Algebra courses, transferring that to their ordinary differential equations (as Wronskian)

and partial differential equations (as Jacobian) in solving system of linear differential

equations become difficult. It mostly seems as if students have no knowledge on the

concept of determinants of matrices. Another typical example is the concept of linearly

4
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dependence or independence of fundamental set of solutions of a differential equation.

The following theorems as cited in Asiedu-Addo (2016) are similar to those treated in

linear algebra course, yet students are not able to connect them.

Theorem: 1.1. If the functions y1 and y2 are linearly dependent in an interval I and

their derivatives y′1 and y′2 exist in that interval, then the Wronskian (W) of y1 and y2 is

identically zero.

Theorem: 1.2. If the Wronskian, W, of the functions y1 and y2 is not identically equal to

zero (W 6= 0) in an interval, then y1 and y2 are linearly independent in the interval.

Students in their Algebra classes, were taught that, if the system of linear equations has

no solution (does not meet at a point geometrically), the determinant of the coefficient

matrix is zero. Also, the determinant of the coefficient matrix of a system of linear

equation with infinitely many solutions is also zero. This concept simply means that,

when a system of linear equations has no solution, the determinant of their coefficient

matrix will be zero. But is is not a guarantee that, if the determinant of the coefficient

matrix of system of linear equations is zero, the system has no solution. The system could

also have infinitely many solutions. But students still have difficulties in understanding

that the converse of the Theorem 1.2 is not always true. This lack of understanding of

concept may be attributed to the mode of instructional delivery and hence the need to take

positive steps towards mode of instructional delivery to enhance teaching and learning of

partial differential equations in particular and mathematics in general (Barrow, 2006).

Before the commencement of the actual study, a diagnostic test on Ordinary Differential

Equations (ODEs) was conducted on the selected sample. The test (see Appendix I(c))

was made up of three questions and students were supposed to answer all the questions.

The solutions presented by the students indicated that students preferred answering

questions which involve rules and formulae to those involving real-life applications. The

first question was framed as a real-life story problem (compartmental model) and the

second question was the same question but was an already formulated model with initial
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conditions supplied (see appendix I(c)). The test revealed that for the 2016/2017 academic

year, 170 students out of 218 students representing 77.98% attempted questions 2 and 3

but not question 1. In the 2017/2018 academic year, 152 students out of 182 representing

83.51% also attempted questions 2 and 3 but not question 1. During review of the

diagnostic test, it was realized that those who did not attempt question 1 in both groups did

not even see that the two questions were similar and hence they did not answer question

1 which was an application question. From the discussion, it was revealed that over 50%

of the students did not read question 1 at all while 33% read the question but did not take

time to analyse it. This shows how students try as much as possible to avoid application

questions. It also shows how students have difficulties in linking what they have learnt in

mathematics to real-life situations. One of the ways to overcome such a situation is the

need to introduce an effective instructional design.

The need for instructional design models in our education has been emphasized by many

researchers such as Rasmussen, Kwon and Allen (2005), Holton (2001) and Richard

(1991) in the last two decades. According to Assem, et al. (2018), inquiry-based learning

is a panacea to discoveries and inventions in Ghanaian education settings. The low

conceptual understanding of concepts learnt, according to Mensah-Wonkyi and Adu (2016),

is due to the traditional methods used in teaching mathematics. This is because the

traditional method does not encourage creativity and critical thinking in the Mathematics

class (Mensah-Wonkyi & Adu, 2016). Some of these models include electronic- instruction

(E-Instruction), project-based learning, community of practice and mentoring and inquiry-

based learning. All these learning models are supposed to follow some sound behaviourist

and cognitive design principles (Smith & Ragan, 1999; Khan, 2000; Schneider, 2006).

According to Rasmussen, et al (2005), the main purpose of inquiry- based learning is

concept learning. All these earlier writers have a common goal, ”to come out with

an instructional design model to facilitate teaching and learning in our institutions”.

Instruction according to Driscoll (2000) is the deliberate arrangement of learning conditions

to promote the attainment of some intended goals. It is the planned arrangement of
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information and experiences which leads learners to acquire particular capabilities. Design

on the other hand is an activity or process that are engaged by people inventions or

creations (Smith & Ragan, 1999) and is related to planning.

Instructional design according to Smith and Ragan (1999) refers to the systematic and

reflective process of translating principles of learning and instruction into plans for

instructional materials, activities, information resources and evaluation. According to

Reiser and Dempsey (2012) cited in Seel, et al (2017), instructional design is also defined

as a systematic procedure in which educational and training programs are developed,

aiming at a substantial improvement of learning. These definitions are mostly associated

with the assumptions that certain instructional design models could serve as a frame

of reference and regulation of course development and lessons. They aim at learning

improvement and also influence motivation in the learners and their attitudes for the

achievement of deeper understanding. Conceptual understanding of the subject matter

being taught in our schools and universities have gone down giving rise to rote learning

and memorization of rules/laws and formulas without proper understanding of the concept.

These modes of instruction and learning have gone a long way to make our young graduates

unproductive and thereby affecting development of our nation as a whole (Seel et al.,

2017). There is therefore the need to develop or design a very effective instructional

design to improve teaching and learning in our schools.

The goal of this study was to use the inquiry-oriented instructional approach to point

out some constructive ideas in teaching and learning of Partial Differential Equations at

the undergraduate level. The National Council for Teachers and the National Research

Council both in United States of America and other early writers like Rasmussen, Kwon,

Richard and so on (National Research Council, 1996, 2000; Richard, 1991; Rasmussen, et

al., 2005; Rasmussen, et al., 2006; Rasmussen & Kwon, 2007; Kwon, 2003, 2005; Kwon,

et al., 2005; Kwon, 2008) found out the need to recognize the characteristics of effective

teaching in order for teaching and learning of mathematics to improve in our various
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faculties or departments. The study partly adapted the ”inquiry-oriented Differential

Equations (IO-DE) project approach proposed by Rasmussen and Kwon (2007) and together

with modelling and visualization of differential equations proposed by Mrozek (2014) and

Blum (1993).

In the traditional mathematics classroom, which is textbook-dominated approach, students

listen and watch the demonstration of mathematical procedures by the teacher which is

followed by textbooks exercise which serves as a practice of what is being demonstrated.

According to Alsina (2002), this prevalent phenomenon of the traditional approach to

instruction is having a link to some general existing ’myths’ and practices in mathematics

teaching at undergraduate level. Among the myths are:

1. Good researchers are always good teachers and hence the key criteria for selection

teachers for appointments and promotions is based on high quality research.

2. The self-made-teacher tradition: This myth is based on the claim that one does not

need or require any specific training to be excellent in university teaching but can

achieve that through accumulated experiences, clear presentational skill and a good

knowledge of the subject matter.

3. Reduction organization: That is, topics or subject matter must be linearly presented,

definitions, theorems or/and proofs must be sequentially stated in their most general

form.

4. The top-down approach: This myth is of the view that it is not effective to help

learners by teaching from top to down and that learning must be a bottom-up

process.

5. The perfect-theory presentation: This makes students believe that mathematics

is complete after the theorem presentation and that proving such theories is just

a deductive game. Also, errors, false trials and zigzag argument which is very

crucial in human life have no place in Mathematical world. In other words, once a
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theory is proved, it is finished. This presentation style does away with the aspect of

Mathematical discoveries in ‘human nature’. This makes learning of mathematics

similar to dictatorship.

Unfortunately, these assumptions and phenomena have not helped much in the teaching

and learning of mathematics.

The tremendous growth in educational research in the last two decades have shown that,

there is a big gap between what is taught and what is learnt when traditional method of

teaching are used during instructional delivery (Rasmussen & Kwon, 2007; Dummont

et al., 2010; haines and Crouch, 2007; Halcomb and Hickman, 2015). The results

by earlier researchers have shown that there is a statistical evidence of the limitations

of the traditional teaching practice. For example, conceptualization of the concept of

limits of functions, derivative and integral of functions have recently been difficult and

the discrepancies between formal definition of limits and derivative of functions (Orton,

1980; Tall & Vinner, 1981). Also, students have difficulties in logical reasoning and

proofs, connection of graphs with physical concepts and the real world and the difficulties

in learning the basic notations of linear algebra are all due to the traditional teaching

approach. There is therefore the need to guide the students to make their own inquiries

during lesson delivery and hence the need for the introduction of inquiry-based teaching

(Alibert & Thomas, 1991; Schoenfield, 1985; Selden & Selden, 1995; McDermott et al.,

1987; Svec, 1995; Harel, 1989).

The use of the term inquiry includes the following three principles: deep engagement in

mathematics, peer-to-peer interaction, instructor interest in and use of student thinking.

Inquiry according to Uno (1999) may be referred to as a technique that encourages

students to discover or construct information by themselves instead of having teachers

directly reveal the information. It is a multifaceted activity that involves making observation;

posing questions; examining books and other sources of information to see what is already

known; planning investigations; reviewing what is already known in light of experimental
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evidence using tools to gather, analyse and interpret data, proposing answers, explanations

and predictions; and communicating the results (National Research Council, 1996, 2000;

Rasmuseen & Kwon, 2007, Kwon, 2003, 2005, 2008). The need for students to investigate

challenging problems and engaged in mathematical activities in order for them to reinvent

many key mathematical ideas is of great importance in teaching-learning process.

Mohammed, et al (2012) in their study revealed that teaching practices, teachers’ attribution,

classroom climate, students’ attitude towards mathematics and students’ anxiety were

factors that influences students’ achievements in mathematics. Among these factors,

teaching practices was rated the highest and the results showed a significant positive

relationship between students’ achievement and teaching methods and practices. Murray

(2013) in his study also revealed that prior academic achievement, self-efficacy, academic

resources, self-regulation and learning styles were the major factors that influence students’

mathematics achievement. Murray (2013) revealed that prior academic achievement,

learning styles and academic resources were rated the highest among these factors.

Demographic, instructional strategies and methods and individual factors (background

knowledge, computational ability, confidence) were considered as factors affecting learning

of mathematics and instructional studies was rated the highest factor according to Belhu

(2017). Also, according to Gunaseelan and Pazhanivelu (2016), instructional strategies

and methods, teacher competency in mathematics education and motivation were the

three most influential factors affecting the mathematics achievement and must be considered

in the design decision during instructional design. In the field of partial differential

equations, factors like epistemological mathematics problem-solving beliefs, belief about

usefulness of mathematics, self-regulated learning (SRL) strategies and goal orientations

have great potential to enhance differential equations problem ability (Bibi et al., 2007).

Other factors included entry behaviour, pass mark, facilities and resources, communication

in mathematics (poor knowledge in English Language and poor communication of mathematical

facts), absenteeism from lectures, drug and alcohol, career choice, peer influence and

mathematical knowledge acquisition (Alfred et al., 2012).
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As mathematics educators, there is the need to investigates students’ mathematical thinking

and this can be achieved if students are guided to build mathematical models. Mathematics

is responsible for the provision of opportunities for students to move beyond being passive

recipients of knowledge to knowledge builders. We are also to ensure that our students

are creative and innovative in finding solutions to problems. The role of mathematics

educators in human progress is to equip students with the requisite knowledge, skills and

dispositions for them to be able to solve the daunting problems of our age. We can only

achieve these goals by making sure that our students move from intuitive understanding

of concepts and natural curiosity to knowledge creation. That is, to move our students to

space where ideas can be transformed into formalized understanding and further questioning.

In order for us to achieve this task, there is the need for reformation in our pedagogical

approach which will go a long way to reform the way students learn. Prominent among

these pedagogical approaches are the inquiry-based teaching and learning approach.

According to Barrow (2006), Dewey was the first to call for an inquiry-based teaching in

science in 1910 when he reported that, too much emphasis is on learning of facts but not

enough on critical thinking and conceptual understanding. These necessitated the need

for the introduction of inquiry-oriented instructional approach (IO-IA) in the teaching and

learning of partial differential equations (PDEs).

The IO-IA is an inquiry-based teaching and learning approach which was adapted from

the inquiry-oriented differential equations (IO-DE) by Rasmussen (2001), Kwon (2005,

2008), Rasmussen and Kwon (2007), Rasmussen, et al. (2017) to address significant

difficulties in the teaching of science and to address significant difficulties in the

conceptualization of the limit processes underlying the notations of derivatives and integral

(Orton, 1980), discrepancy between the form definitions students were able to quote and

the criteria they used to check properties such as functions, continuity and derivative,

students difficulties in learning the basic notations of linear algebra and differential

equations (Rasmussen, 2001) and the need for prospective mathematics teachers to
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experience innovative teaching as learners of mathematics and science just to mention a

few. These challenges and opportunities point to the need to explore innovative approaches

to teaching and learning of mathematics (Rasmussen et al, 2017). One of such innovative

approach is the IO-IA.

Inquiry-oriented instructional approach (IO-IA) is an inquiry-based teaching and learning

approach which involves the following:

1. The teacher comes with a problem or design a prediction task in which the students

are guided by a step-by-step approach to investigate it.

2. The students are guided to gather data or simulate the problem to come out with the

relationship between the variables identified in the problem.

3. The students then formulate a model (equation) which relates the relevant variables

using the data from the investigation.

4. The students are then guided to use either graphical approach, numerical approach,

simulation, analytical or combination of these to solve the equation.

5. The students then interpret the solution and use it to make predictions.

The teacher’s role in all these processes is that of a guide to help the students come out

with their innovative ideas.

1.3 Statement of the Problem

Learning mathematics at all levels involves more than simply acquiring basic concepts

and competencies. More specifically, it includes an understanding of the underlying

mathematical reasoning, general problem-solving techniques, mathematical communication

and the inculcation of positive attitudes towards an appreciation of mathematics as an

essential and influential resource in everyday life (Rasmussen, 2001; Kwon et al., 2005).

Despite the several real-life applications of partial differential equations (PDEs), it has
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been very difficult and complex to teach and learn PDEs. Among the several reasons are

the following:

• The equations are complex and so it is very difficult to introduce students to real-life

applications.

• Typical approaches to this field normally leads to finding analytical solutions to

transport, heat, wave, Laplace, etc equations which themselves are complex and

difficult to solve.

• Solution to these equations are functions and not numbers.

• Most of these equations do not have exact solution, or have no analytical solution

and hence the need to apply numerical methods. However, numerical methods

are difficult and requires sophisticated computer applications which can compute

numerous iterations within a short time.

Partial Differential Equations are mostly seen by students as a bunch of functions or

equations associated with rules and formulas as their only means of solving. It is therefore

common to find approaches that are structured around learning activities that emphasize

the classification of PDEs into various types and the use of specific algorithms in solving

them as postulated by Rasmussen et al. (2006). This approach in teaching have limited the

students’ ability to think critically and analytically and have also limited their mathematical

reasoning ability and problem-solving skills. There is therefore, the need to use an

instructional approach that could encourage critical thinking and in-depth analysis among

students. It is among these reasons that necessitated the need to look at the Inquiry-Oriented

Instructional Approach (IO-IA) in teaching and learning of Partial Differential Equations

in the undergraduate level of the Department of Mathematics Education at University of

Education, Winneba (UEW). The IO-IA is an inquiry-based teaching approach. The focus

of the IO-IA is to help students develop problem-solving skills and mathematical thinking

or reasoning (to think critically and analytically), inculcate in them positive attitudes

towards PDEs in particular and mathematics in general. The IO-IA is also focused on
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helping teachers to investigate student thinking or reasoning ability in the field of PDEs

in particular and mathematics in general.

1.4 Purpose of the Study

The purpose of this study was to investigate the impact of the use of IO-IA on teaching

and learning of PDEs with the aim of addressing challenges that undergraduate students

face in their learning of PDEs.

1.5 Objectives of the Study

The objectives of the study were:

1. to investigate the factors that affect teaching and learning of Partial Differential

Equations (PDEs) and the challenges associated with these factors in the undergraduate

level.

2. to determine the impact of the use of Inquiry-Oriented Instructional Approach

(IO-IA) on teaching and learning of PDEs.

3. to investigate the challenges associated with the use of the IO-IA in teaching and

learning of PDEs in the undergraduate level.

1.6 Research Questions

The following research questions guided the study

1. What factors affect the teaching and learning of partial differential equations (PDEs)

and the challenges that associated with these factors in the undergraduate level?

2. How does the use of inquiry-oriented instructional approach (IO-IA) impact teaching

and learning of PDEs in the undergraduate level?
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3. What are the challenges associated with the use of the Inquiry-Oriented Instructional

Approach (IO-IA) in the teaching and learning of PDEs in the undergraduate level?

1.7 Hypothesis

The following hypothesis was tested to determine the impact of the IO-IA on teaching

and learning of PDEs.

• Ho: There is no significant difference between the performance of the students who

were taking through the IO-IA and the traditional method of teaching.

• Ha: There is a significant difference between the performance of the students who

were taking through the IO-IA and the traditional method of teaching.

where Ho is null hypothesis and Ha is alternate hypothesis.

1.8 Significance of the Study

To the teachers, this study suggested an alternative instructional approach for teaching

undergraduate PDEs in particular and mathematics in general. This would help teachers

to design meaningful lessons for the students. This study would also help teachers to

investigate students reasoning ability so that they would be able to design models that

would help students to think critically and analytically and develop their problem-solving

skills. The outcome of this study would again challenge teachers to adapt innovative

ways of teaching PDEs in particular and mathematics in general. The IO-IA apart from

helping the teachers to build models of student thinking, would also help teachers to

learn new method of teaching and figure out the various questions or task which would

be posed to students for them to learn mathematics effectively. The study would again

help teachers to identify factors affecting teaching and learning of Partial Differential

Equations in particular and mathematics in general. The study would also help teachers to

assess the impact of inquiry-based teaching on students as well as challenges associated

with the use of inquiry-based teaching. To the students, this study would help them
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to relate the study of PDEs in particular and mathematics in general to the real-life

situations. The study would also help students through engagement of mathematical

activities and investigation of challenging problems learn new mathematics. This would

affect their belief about mathematics and the nature of mathematics in general. The study

also contributes to the implementation of the educational policy requiring teachers and

students to teach and learn with technology. The use of the 5E instructional model would

also change the reserved-type and and students who are less interested in mathematics

to share their ideas. The inquiry-oriented teaching and learning approach would help

students reinvent many key mathematical ideas and methods for the analysis of solutions

to the differential equations. In summary the use of the 5E model would help the teachers

to design meaningful and purposeful lessons for the students. It would enable the teachers

to assess students’ knowledge before the start of the exploration activity which made

the evaluation of the students’ academic level more appropriate and enables teachers

to personalize lessons according to student needs. The IO-IA would also introduce

challenging task, which is situated in realistic situations to serve as the starting point

for students’ mathematical inquiry.

1.9 Delimitation of the Study

The study covers the entire level 400 students of the Department of mathematics Education

in the University of Education, Winneba in the 2016/2017 and 2017/2018 academic years.

The study was conducted for a period of two years. The first part of the study was

conducted on level 400 students during 2016/2017 academic year. The second part was

conducted on the level 400 students in the 2017/2018 academic year. The study was

limited to these students because Partial Differential Equations is taught at level 400 in

the Department of Mathematics Education in the university. The study focused on the

formation of first-order PDEs, solutions to first-order PDEs and its applications as well

as classification and application of second-order of PDEs and its applications on heat and

wave phenomena.
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The study could have been more appropriate if conducted on more than one university

but because it involves teaching of students at regular time intervals on continuous basis,

the research was limited to University of Education, where the researcher is teaching.

The study should have been conducted for four years to cover not only partial differential

equations but Differential Calculus, Integral Calculus, Ordinary Differential Equations

(ODEs) and Vector Analysis which has very high connection to partial differential

equations but could not since the study is time bound.

1.10 Limitation of the Study

In the study, the selection of the sample for the study was purposive and this have effect

on the generalisability of the study even though the sample was 39.80% of the population.

Also, the large number of students per class together with the number of classes per course

is a major challenge in the application of the inquiry-oriented instructional approach

(IO-IA). The large number of students makes it very difficult to give the needed attention

to individual students. The challenges affected the impact of the IO-IA on the lesson

delivery and therefore impacted negatively on the results of the study since IO-IA requires

individual attention as well. The inadequate ICT tools and simulation software also

hindered the effectiveness of the implementation of the IO-IA. Because the students

involved were final year students, there was not enough time ascertain how the IO-IA

could improve long-term retention of knowledge.

1.11 Organization of the Study

The study consisted of six chapters. Chapter 1 is the introduction which consist of the

background of the study, the statement of the problem and the purpose of the study It also

consist of the objectives of the study, the research questions, the scope of the study and the

significance of the study. The rest are the delimitation of the study, the limitation of the

study, the operational definition of terms and the organization of the study. Chapter 2 is
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the literature review. It consists of the conceptual framework, theoretical framework and

related work or research which has been done by other researchers. Chapter 3, which is

the methodology, consists of the research design, research paradigm, the population and

sample, the sampling procedure/technique, data collection instruments, the pilot study

and the implementation of the inquiry-oriented instructional approach (IO-IA). The fourth

chapter looks at the presentation of the results from the study. The fifth chapter looks at

the analysis and discussions of the results. Chapter 6, which is the last chapter looks at

the summary of findings, recommendations and conclusion as well as suggested further

studies.

1.12 Operational Definition of Terms

Below are the definitions of terms as they are being used in the study unless or otherwise

being specified in the course of the study.

1. Inquiry-Oriented Instructional Approach (IO-IA) is an inquiry-based teaching

and learning approach that allow the instructor to relating the subject matter being

taught to the real world and emphasises on the use of investigations and simulation

to model a given problem and used a combination analytical method, graphical

method and/or numerical methods to find the solution to the model or equation.

2. Comprehension in this study refers to one’s ability to read and understand the

problem presented.

3. Computational ability which was described by Gunaseelan and Pazhanivelu (2016)

as arithmetic ability consist of skills and techniques such as the manipulation of

mathematical knowledge and concepts in the manner that transforms their meaning

and implications.

4. Mathematical modelling as used in this study means modelling for the learning of

mathematics unless or otherwise stated.
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5. Socio-economic factors in this study refers to the financial constraints on students

and their parents alike.

6. Students’ performance in this study refers to grade performance. That is, their

performance is measured base on the score they obtained in the confirmation test.

7. A performance task is any learning activity or assessment that asks students to

perform to demonstrate their knowledge, understanding and proficiency.

8. Method scores: Scores obtain by the students from the methods they used in

solving given problems.

9. Concept scores: Scores obtain by the students from their knowledge on the concept

of the given problem.

10. Total scores: The total scores obtained by summing up the method and the concept

scores.
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Chapter 2

LITERATURE REVIEW

2.1 Overview

This chapter provides the conceptual and theoretical framework of the study. It also

reviews related studies done by other researchers on pedagogy. It looks at learning as

a whole and learning theories, instruction and the various instructional designs, inquiry-

based approach in teaching and learning and modelling approach in teaching and learning

of mathematics.

2.2 Conceptual Framework

The concept underlying the Inquiry-Oriented Instructional Approach (IO-IA) was adapted

from the 5E instructional model which was proposed by Bybee and Landes (1990) to

design science lesson and was also used by Duran and Duran (2004). The 5E instructional

model consist of five elements which are Engagement, Exploration, Explanation,

Elaboration and Evaluation (see Figure 2.1). The 5E instructional model cycle serves as

a teaching model for the integration of science, technology and health in the teaching

of science for life and living. Duran and Duran (2004) used the 5E instructional model

during their project on the implementation of the inquiry-based teaching approach in

the teaching of science because the 5E learning cycles emphasize on the explanation

and investigation of phenomena, or of evidence to back up conditions and experimental

design. Figure 2.1 shows the flowchart of the 5E instructional model. It must be emphasized

that, one does not need to strictly follow the model in the order in which it is presented

even though it is necessary if applicable. You can also move back when the need arises

to make the instructional delivery and the link from one step to another more clearly to
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students.

Figure 2.1: The 5E Instructional Model Cycle. Source: Duran and Duran (2004)

Engagement:- This is the first phase of the cycle. The instructor first assesses students’

previous knowledge and/or identify possible misconceptions. This is a student-centred

stage. It serves as a motivational period that aims at creating desire to learn more about

the upcoming subject matter. It starts with brainstorming with the students on what

they already know, popularly referred to as the relevant previous knowledge (RPK).

Students are allowed to ask questions about the upcoming topic. Discrepant events,

demonstrations, questioning, graphic organizers or computer simulations may be included

to create interest in students or arouse curiosity of the students. Also, introducing students

on the application of the upcoming topic may be used as a motivational tool to arouse the

interest of the learners. But this phase does not serve as a lecture time used in defining

terms and for the provision of explanations. That notwithstanding, the students are invited

to raise their own questions about the process of scientific inquiry. They are encouraged

to compare their ideas with their peers. What the teacher does is to assess the students’

knowledge by taking note of what they understand or do not understand about the stated

outcome of the lesson.
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Exploration:- The engagement phase promotes mental focus on the new concept. In

the exploration stage, students are provided with common concrete materials, computer

simulation software and any tool that is necessary for explaining the new concept. It is

a student-centred phase with incorporation of active exploration. Application of process

skills such as observation, questioning, investigation, testing of predictions, hypothesizing

and communication are encouraged among students. This is one of the most important

phases in the learning cycle. This is because this phase of the learning cycle tends to

incorporate the main inquiry-oriented activity or experience, which encourages students

to develop their skills and concept. The teacher’s role at this phase is that of a facilitator

or consultant or guide. Students are encouraged to work in addition to cooperative

learning environment without direct instruction from the teacher. However, depending

on the subject matter, teachers’ guidance and directives might come in but should not

take the centre stage or control of the whole activity. This phase is unique in the sense

that, students are given a ”hands-on” experiences before any formal explanation of terms,

definitions or concepts are discussed or explained by the teacher. So, in summary, students

• interact with materials and ideas through classroom and small-group discussions;

• consider different ways to solve a problem or frame a question;

• acquire a common set of experiences so that they can compare results and ideas

with their classmates;

• observe, describe, record, compare, and share their ideas and experiences; and

• express their developing understanding of testable questions and scientific inquiry

(Nadine & Laurie, 2013).

Explanation:- This stage is a ”minds-on” phase which follows the exploration phase.

It is more teacher-directed but is guided by the students’ prior experiences during the

exploration phase. The explanation phase set the stage for the students to describe their

understanding and pose questions about the concepts they have been exploring. This
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phase might give way to new questions. But before the teacher’s explanation, the students

are given opportunity to express their own ideas and provide their own understanding. At

the initial stage of the explanation phase, the teacher serves as a facilitator while the

students are directed to describe and discuss their exploration learning experiences.

The teacher then, after students had finished with their inputs and explanations, introduces

the scientific and technical information directly to the students. The students are allowed

to make deductions from computer simulations and other teaching-learning materials they

used during the exploration stage. At this phase, the teacher clarifies misconception of

students which might have emerged during the exploration phase or engagement phase.

The teacher at this stage can provide formal definitions, notes, labels, laws or rules, and

so on where applicable. The teacher also explains each stage of students’ activity during

the exploration stage using appropriate terminologies or terms. It is expected that, the

students should be able to explain the important concepts to the teacher and to their peers.

At this stage according to Nadine and Laurie(2013), students during the lesson

• explain concepts and ideas (in their own words) about a potential implication of the

topic;

• listen to and compare the explanations of others with their own;

• become involved in student-to-student discourse in which they explain their thinking

to others and debate their ideas;

• revise their ideas;

• record their ideas and current understanding;

• use labels, terminology, and formal language; and

• compare their current thinking with what they previously thought.

Elaboration:- After students’ exploration and explanation stage, it is expected that students

should be able to apply what have been taught or what they explored. The activities in this
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phase of the learning cycle serves as the platform for the encouragement of the students in

the application of the new concept which should give rise to reinforcement of new skills.

Students are encouraged to check for the understanding with their colleagues or should

be able to design new experiments or models based on the new skills or concepts they

acquired from the exploration and the explanation phase. This phase is aimed at helping

students in the development of deeper and broader understanding of the new concepts.

Additional investigations may be conducted by students as well as development of new

products and sharing of information and ideas. Application of their knowledge in other

disciplines are also required at this phase. At this phase, integration of the Mathematical

concepts learnt in other content areas and technology integration are expected. According

to Nadine and Laurie(2013), students at this stage

• make conceptual connections between new and former experiences, connecting

aspects of their departmental investigation with their concepts of scientific inquiry;

• connect ideas, solve problems, and apply their understanding to a new situation;

• use scientific terms and descriptions;

• draw reasonable conclusions from evidence and data;

• deepened their understanding of concepts and processes; and

• communicate their understanding to others.

Evaluation:- This phase deals with assessment stage of the lesson. Inquiry-based setting’s

assessment differs in so many ways from the traditional mathematics lessons. A combination

of formal and informal assessment approaches is mostly appropriate. These include the

use of non-traditional forms of assessment such as portfolios,

performance-based assessment, concept maps, physical models or journal logs could be

used as evidence of student learning. Assessment is viewed as ongoing process during

inquiry-based lesson. Teachers are hereby requested to make observations of their students

in the application of the new concepts and skills they acquired and look for evidence that

points to behavioural change or modification in their way of thinking. Self and peer
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assessment are also to be conducted by students. Apart from these modes of assessment,

summative assessment such as quizzes, examinations or writing assignments could also

be used. Nadine and Laurie (2013) were of the view that lesson evaluation provides

opportunities for students to

• demonstrate what they understand about scientific inquiry and how well they can

apply their knowledge to carry out their own scientific investigation and to evaluate

an investigation carried out by their classmate;

• share their current thinking with others;

• assess their own progress by comparing their current understanding with their prior

knowledge; and

• ask questions that take them deeper into a concept.

It is important to note that, it is not always necessary to follow the order in which the

model has been arranged. Some concepts may require explanation before exploration

and so on. Also, the teacher can move forward and backward as many as possible along

the cycle to make learning effective. The activities in this study were design using this

model.

2.3 Theoretical Framework

The theory behind the study was based on cognitive psychology and constructivist-learning

theory. According to Bada (2015), constructivism is a cognitive philosophy of learning

that describes how individuals can acquire knowledge and learn. The constructivist-learning

theorem is based on the view that, students are active thinkers and so, they construct

their own understanding from interactions with phenomena, the environment and other

individuals (Bruner, 1966). The theory suggests that from their experiences, people build

knowledge and meaning (Bada, 2015). A constructivist view of learning recognizes that

students need time to
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• express their current thinking;

• interact with objects, organisms, substances, and equipment to develop a range of

experiences on which to base their thinking;

• reflect on their thinking by writing and expressing themselves and comparing what

they think with what others think; and

• make connections between among different subject matters and ideas and the students

learning experiences and the real world.

Constructivism, according to Bada (2015), is a teaching and learning approach based on

the premise that ”mental construction” results from cognition (learning). Constructivists

believe that the context in which an idea is taught, as well as the believes and attitudes of

students, affect learning (Bada, 2015). Tam (2000) was of the view that for students to be

able to learn constructively, the learning environment must be conducive and convenient

for students to construct their own ideas. Tam (2000) suggested four basic characteristics

of constructivist learning environment that must be considered during its implementation.

They include the following:

1. There will be knowledge sharing between teachers and students.

2. There will also be authority sharing among teachers and students.

3. The teacher’s role is that of a facilitator or guide.

4. Students must be in small number of heterogeneous groups.

Honebein (1996) cited in Bada (2015) summarizes seven pedagogical goals of constructivist

learning environment as

1. To provide experience with the knowledge construction process so that students

will be able to determine how they will learn.

2. To provide experience in and appreciation for multiple perspectives which will help

in the evaluation of alternative solutions.
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3. To embed learning in realistic contexts which will result in authentic tasks.

4. To encourage ownership and a voice in the learning process to make the teaching

and learning student-centred.

5. To embed learning in social experience to promote collaborative learning.

6. To encourage the use of multiple modes of representation such as video, audio text,

etc.

7. To encourage awareness of the knowledge construction process so that students will

be able to reflect on their findings.

George (1991) enumerated six benefits of constructivist learning. They include

1. Children learn more than passive listeners, and enjoy learning more when they are

actively involved.

2. Education works best when it is focused on thinking and understanding rather

than rote memorization. Constructivism is focused on learning how to think and

understand.

3. The learning of constructivism can be transferred. Students create organizing

principles in constructivist classrooms that they can take with them to other learning

settings.

4. Constructivism gives students control of what they know, because training is focused

on questions and explorations from students, and students also also have a hand

in designing the assessments. Constructivist assessment includes in their papers,

research reports, physical models, and creative depictions the efforts of the students

and personal investments. The presence of creative impulses enhances the capacity

of students to convey knowledge in a variety of ways. Also, students are more

likely to retain the new knowledge and transfer it to real life.

5. Constructivism encourages and inspires students by creating learning experiences

in an authentic, real-world sense.
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6. By creating a classroom environment that emphasizes collaboration and exchange

of ideas, Constructivism promotes social and communication skills. Students need

to learn how to clearly articulate their ideas and collaborate effectively on tasks

through sharing in group projects. Therefore, students must exchange ideas and

learn to ”negotiate” with others and evaluate their contributions in a way that is

socially acceptable. This is vital to the real world’s success, as they will always

be exposed to a variety of experiences in which they will have to cooperate and

navigate among others’ ideas.

In summary, the various studies stated above suggest that the instructor using the

constructivist teaching-learning approach should

• Adapt curriculum to address students’ suppositions

• Help negotiate goals and objectives with learners

• Pose problems of emerging relevance to students

• Emphasize hands-on, real-world experiences

• Seek and value students’ points of view

• Social context of content.

• Provide multiple modes of representations / perspectives on content

• Create new understandings via coaching, moderating, suggesting

• Testing should be integrated with the task and not a separate activity

• Use errors to inform students of progress to understanding and changes in ideas.

(Source: Honebein, 1996 & Christie, 2005)

The students on the other hand are to

• help themselves develop their own goals and assessments.
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• create new understandings through coaching, moderating, suggesting and so on

from the teacher.

• control learning (reflecting).

• be members of community of learners.

• collaborate among fellow students.

• learn in a social experience - appreciate different perspectives.

• take ownership and voice in learning process. (Source: Honebein, 1996 & Christie,

2005)

The study adapted the Inquiry - Oriented Differential Equations (IO-DE) project by

Rasmussen and Kwon (2007) which is based on the constructivist-learning theory. The

Inquiry - Oriented Differential Equation (IO - DE) project explored the prospects and

possibilities for improving undergraduate differential equation. It is used in the

identification of assumptions and the use of critical and logical thinking (Rasmussen

& Kwon, 2007). Richard (1991) cited in Rasmussen and Kwon (2007), in his view

on the philosophy of mathematics education, characterized inquiry learning as learning

to speak and act mathematically through participation of students during mathematical

discussion, posing of conjectures and solving of new or unfamiliar problems. According

to Rasmussen and Kwon (2007), inquiry process encompasses both the teacher activity

and the student activity. The IO-DE teachers routinely inquire into students mathematical

thinking and reasoning which serves three important functions. First, it enables the

teacher to construct models for their students to interpret and generate mathematical ideas.

Secondly, it provides opportunity for teachers to learn something new about particular

mathematical ideas in light of student thinking. And thirdly, it puts the students thinking

by posing new questions and tasks (Rasmussen et al., 2005; Rasmussen et al, 2006;

Rasmussen & Kwon, 2007).
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For IO-DE students on the other hand, new mathematical concepts are learnt through

inquiry as they are engaged in mathematical discussions, posing and following up on

conjectures, explanation and justification of their thinking and finding of solutions to

noble problems. The inquiry - oriented approach also empowers the learners to see

themselves capable of reinventing mathematics and to see mathematics as human activity

(Blanchard et al., 1998). Blanchard et al (1998) developed analytical, graphical and

numerical approaches which represent three distinct methods for analysing solutions

to differential equations. Based on Blanchard, et al (1998) approaches, three goals for

inquiry-oriented teaching and learning was developed by Rasmussen and Kwon (2007).

The first goal of the inquiry-oriented teaching and learning approach was to help students

reinvent many key mathematical ideas and methods for the analysis of solutions to the

differential equations. The second goal is the introduction of challenging task, situated

in realistic situations to serve as the starting point for students’ mathematical inquiry.

And thirdly, the inquiry-oriented approach is aimed at creating balanced treatment of

analytical, numerical and graphical approaches in order for these approaches to emerge

more or less simultaneously for learners, rather than as three isolated separate methods

(Rasmussen et al. 2005, 2006; Rasmussen & Kwon, 2007).

Considering the integrated leveraging of developments both within mathematics and

mathematics education, the IO-DE project is a paradigmatic of an approach to innovation

in undergraduate mathematics, which serves as a model for undergraduate course reforms

(Kwon, 2005). According to Freudenthal (1991), the adaption of the instructional design

theory of Realistic Mathematics Education (RME) to the undergraduate level is the

cornerstone of the IO-DE project. This is because, the RME is centred on the design

of instructional sequences that challenge learners to organize key subject matter at one

level to produce new understanding at another level. This process which is referred to

as mathematizing, graphs, algorithms and definitions become useful tools when they are

built by students from bottom-up through a suitable guided reinvention process (Kwon,

2003; Rasmussen et al. 2005). Embedded in the core heuristics of guided reinvention
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and emergent models is the mathematization process. According to Freudenthal (1991)

cited in Kwon (2003), guided reinvention speaks to the need to locate instructional staring

points that are experimentally real to students and that take to accounts students’ current

mathematical ways of knowing. There is diverse characterization of inquiry-oriented

approaches by different researchers which highlights important aspect of student activity.

But the characterization only addresses part of the process of inquiry so there is the need

to encompasses teacher activity (Kwon, 2008).

In order for teachers to improve learning of mathematics in the undergraduate level, there

is the need for teachers to recognize and value characteristics of classroom learning

environment that contribute to powerful student learning (Rasmussen & Kwon, 2007).

According to Brok (2005) and Holton (2001) cited in Rasmussen and Kwon (2007), there

is the need to develop effective and innovative approach in differential equations called

the Inquiry-Oriented Differential Equations (IO-DE) project due to the combination of an

increasing diverse student body faced by mathematics departments and also the declining

number of mathematics major in the pre-university education. The IO-DE project according

to Rasmussen and Kwon (2007), seeks to explore prospects and possibilities for improving

undergraduate mathematics education.

Cognitive psychology is the area of psychology that focuses on internal mental processes

like thinking, decision-making, problem-solving, language, attention, and memory (Lu

& Dorsher, 2007). The core focus of cognitive psychology is on how people acquire,

process, and store information. Cognitive psychology is the study of knowledge and how

it is used by people (Glass et al., 1980). According to Greer (1981), it is possible to detect

signs of increasing interest in mathematical thinking among cognitive psychologists although

it still looks suspiciously as if they are driven by ease rather than interest in the topic itself.

Greer (1981) advanced the following reasons to support the assertion:

1. By their nature, mathematical processes are very likely to be represented by

information-processing models as they break down into operational sequences,
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transformations, logical steps, etc. There is an insidious danger here of assuming

that cognitive processes necessarily mirror the formal expressions of these sequences.

2. To cognitive psychologists, the role of imaging in thought is a current focus of

interest; its position in mathematical thinking has long been recognized by anecdotal

accounts.

3. The general notion of and translations of different representations of a particular

problem is a shared interest, illustrated, for example, by studies of how mathematical

representations of problems are abstracted from their verbal statements.

According to Greer (1991), problem-solving is perhaps the most obvious area of mutual

interest for cognitive psychologists and mathematicians and was of the view that cognitive

psychology can be tapped to the benefit of mathematics education. Lesh and Doerr

(2003) were of the view that there is the need to move our field beyond the view of

constructivist ideologies since all the goals of mathematics education do not meed to be

achieved through personal construction processes. English (1995) study emphasize that

not all the learning needs of mathematics students need to be independently invented by

the students and so construction is not the only process that contribute to the development

of constructs. English (1995) and Lesh and Doerr (2003) reiterated the need for unifying,

non-ideological, scientific and eclectic approach such as modelling to research that allows

for the consilience of knowledge across the disciplines. The views of the writers in

both aspects indicated the need to base the theory behind this study on both cognitive

psychology and constructive-learning theory.

2.4 Learning and Learning Theories

Learning according to Schneider (2006) is a complex multi-dimensional phenomenon

consisting of different types and levels. Schneider (2006) was of the view that pedagogical

theory and practice are strongly influenced by learning theory. Attitudes, factual

information (memorization), concept (discrimination) and reasoning (inference and
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deduction) were listed among the learning types by Schneider(2006). Others are procedure

learning, problem-solving and learning strategies (which involves how to learn). Schneider

(2006) describes the levels of learning using Bloom’s taxonomy of the cognitive dimension:

knowledge, comprehension, application, analysis, synthesis and evaluation. According to

Smith and Ragan (1999) and Savery (2007), learning is the development of new knowledge,

skills or attitudes as an individual interacts with information and the environment to

facilitate learning. Khan(2000) listed presentation, demonstration, tutorials, storytelling,

role-playing, interaction, facilitation, debate, apprenticeship, generative development,

exhibit, drill and practice, games, simulations, discussions, modelling, collaboration,

filed trips, case studies and motivation as the pedagogical methods and strategies that

improves learning. Verbal information, intellectual skills, cognitive strategies, motor

skills and attitudes are the five major categories of learning identified by Gagne (1977).

Gagne (1977) was of the view that a learner must be exposed to persuasive argument

to be able to learn attitudes and mathematics educators must have a chance to practice

new solutions to a class with particular problem in order for cognitive strategies to be

learned. Gagne (1977) again stated that the events of instruction are derived from the

information-processing model of learning and memory and that learning processes follow

a stage-like progression from sensory registration to long-term storage and learner

performance. Looking at the numerous challenges in teaching and learning, there is the

need to implement an instructional design that will make student in the undergraduate

universities able to think and inquire to find solutions to problems and apply them to new

situations as well.

Behaviourists are of the view that, learning takes place when there is a behaviour change

as a result of stimulus-response associations made by the learner (Zhou & Brown, 2014).

Zhou and Brown (2014) stated that in order for learning to take place, the desired response

must be rewarded since the key element to the theory of learning is the rewarded response

(Parkay & Hass, 2000). Skinner (1972) cited in Shaffer (2000) was of the view that,

habits that are developed by individuals are as the results of our unique operant learning
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experiences . These experiences are as a result of what we observe in our environment

or surroundings. Modelling which is also known as observational learning, according

to Bandura (1986), is the basis for a variety of child behaviour. Bandura (1986) was of

the view that, the most common among the numerous clues that influences behaviour at

any point in time is the action of others(Bandura, 1986). There is therefore the need to

shape our learning behaviour in order to modify our behaviour to elicit better classroom

performance from reluctant students (Zhou & Brown, 2014).

In Piaget’s stages of cognitive development, Piaget understood that children create ideas

and are not limited to receiving knowledge from parents and teachers (Wood et al., 2001)

but actively constructed their own knowledge. The educational implication of Piaget’s

theory is adaptation of instruction to the learners’ developmental level. The main role

of the teacher is to provide a variety of experiences to facilitate learning and this can be

better achieved through ”discovery learning”. Discovery learning provide the learners,

the opportunity to explore and experiment to enhance their understanding in the concept

being presented (Zhou & Brown, 2014). Piaget suggested provision of concrete props

and visual aids, such as models and/or time line, the use of familiar examples for the

facilitation of more complex ideas such as story problems, giving opportunities for the

classification and grouping of information with increasing complexity and presentation

of problems in logical sequence which allows for analytical thinking (Renner et al., 1976;

Huitt & Hummel, 1998, 2003).

Bloom’s Taxonomy also seeks to promote higher forms of thinking in education which

include analysis and evaluation rather than just remembering facts which is normally seen

as rote learning (Bloom et al., 1956). There are three domains of educational activities

or learning which are cognitive (mental skills), affective (growth in feeling or emotional

areas) and psychomotor skills (manual or physical skills). When learning take place,

it is expected that the individual has acquired these three skills and that individual is

said to have moved from passive absorption of information to active engagement with

information (Cuban, 1993). The learning environment therefore, recognizes the learners
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as its core participants, encourages their active engagement and develops in them an

understanding of their own activity as learners (Dummont et al). Gagne (1977) study

identified five categories of learning outcomes which cut across traditional subjects of

curriculum such as mathematics. These learning outcomes include verbal information,

intellectual skills, cognitive strategies, motor skills and attitudes. What all these theories

have in common is that they proposed instructional methods thought to provide the necessary

learning conditions for a particular type of learning goal (Driscoll, 2000).

2.5 Factors Affecting Teaching/Learning of Mathematics

Several factors affect teaching and learning of mathematics. According to Belhu (2017),

demographic, instructional strategies and methods and individual factors were the factors

affecting teaching and learning of mathematics. Belhu (2017) rated instructional strategies

and methods as the most influential factor as was followed by individual and demographic

factors respectively. Others were inadequate teaching-learning materials (TLM) and

facilities. Belhu (2017) considered language problem, income, computational ability,

background knowledge and confidence to understand mathematical concepts as individual

factors. Epistemological mathematics problem-solving beliefs, belief about usefulness of

mathematics, self-regulated learning (SRL) strategies and goal orientations have great

potential to enhance differential equation problem-solving ability (Bibi et al., 2017).

Other factors included include entry behaviour, pass mark, facilities and resources,

communication in mathematics (poor knowledge in English Language and poor

communication of mathematical facts), absenteeism from lectures, drug and alcohol,

career choice, peer influence and mathematical knowledge acquisition (Alfred et al.,

2012).

Gunaseelan and Pazhanvivelu (2016) study revealed that instructional strategies and

methods, teacher competency in mathematics education and motivation or concentration

were the three most influential factors affecting mathematics achievements of students.
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They were of the view that these factors should be considered when designing instructional

approach. Socio-economic status, gender, prior mathematics achievement, parental support,

peer influence and student’s perception of good classroom assessment were the relevant

factors affecting teaching and learning of mathematics (Kiwanuka et al., 2015). According

to Mohammed et al (2012), teaching practices, teacher attribution, classroom climate,

students attitude towards mathematics and students’ anxiety are factors that influences

students’ achievement in mathematics. Among these factors, Mohammed et al (2012)

rated teaching practices as the most influential factor. Prior academic achievement, self-efficacy,

academic resources, self-regulation and learning styles were the factors that mostly influences

mathematics achievement according to Murray (2013).

2.6 Instructions and Instructional Theories

Instruction is the intentional or deliberate facilitation of learning towards leaning goals

(Smith and Ragan, 1999). It is also defined as the deliberate arrangement of learning

conditions to promote the attainment of some intended goals (Driscoll, 2000). In general,

instruction is the intentional arrangement of experiences, leading to learners’ acquisition

of particular capabilities which may vary qualitatively in form, from simple recall of facts

or knowledge to cognitive strategies that allow a learner to find new problems with a field

of study (Smith & Ragan, 1999). According to Smith and Ragan (1999), it is the duty of

the instructional designer to develop materials and activities that are intended to prepare

the learners to use. Smith and Ragan (1999) described education as all experiences in

which people learn and was of the view that all instructions consist of experiences leading

to learning. But they were quick to add that not all education is instruction because many

experiences that lead to learning were not developed and implemented towards particular

learning goals.

According to Dillon and Sternberg (1986), instructional psychologists are concerned

with how best they can enhance learning and for that matter rely on the findings of
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psychological and instructional research to solve instructional problems and also make

decision about instructional practice (Gagne and Dick, 1983). The primary concern

of Gagne and Dick (1983) was instruction and how the knowledge on learning can be

systematically relate to instructional design. For this reason, Gagne and Dick (1983)

proposed a comprehensive and integrated theory of instruction that is based on cognitive

information and Gagne’s own observations of effective teachers in the classroom. The

theory which is summarized in Figure 2.2 was made up of three components (Driscoll,

2000):

1. a taxonomy of learning outcomes

2. conditions of learning and

3. nine events of instructions

Figure 2.2: Gagne’s Theory of Instruction. Source: Driscoll (2000)

The taxonomy of learning outcomes defines the types of capabilities that can be learned

by humans. It includes the cognitive domain (consisting of cognitive strategies, intellectual

skills and verbal information). The second component which is the condition of learning

concerns with the association of internal and external learning conditions with the

acquisition of each category of learning outcome. The third component is the nine events

of instruction and it include:
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1. Gaining attention: A stimulus change to alert the learner.

2. Informing learners of objective: A statement directing the learner to the goal of the

instruction.

3. Stimulating recall of prior learning: Previous knowledge or experience in the form

of questions or activity that will serve as a requirement to the new subject matter.

That is, the relevant previous knowledge.

4. Presenting the stimulus: An activity or information used in presenting the content

of the subject matter.

5. Provision of learning guidance: Promotion of encoding through the use of a cue or

any strategy.

6. Eliciting performance: Given students opportunity to practice or demonstrate what

have been learnt.

7. Providing feedback: Provision of information by the learners for correction to

improve their performance.

8. Assessing performance: Students are given opportunities for the demonstration of

what have been learnt.

9. Enhancing retention and transfer: Designing of activities and examples that prompts

the learner so that he or she will recall what have been learnt at all time as well as

transferring to another field.

For instructional designers to be able to integrate multiple goals into their instruction,

Gagne and Merrill (1990) proposed an enterprise schema notion which defines the context

learning and the reason for learning a particular set of goals (Driscoll, 2000). Land

and Hannafin (2000) cited in Na (2012) describes (1) creating multiple experiences for

knowledge construction and (2) creation of authentic and complex socio-cultural learning

environments for the mediation of knowledge construction as the core concept of

student-centred learning and instruction. Na (2012) was of the view that student-centred
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learning environments have been greatly influence by contemporary learning theories.

There is therefore the need for continuous implementation in the various settings and

testing of practical strategies like inquiry-based learning, situated learning, project-based

learning, self-regulated learning and collaborative learning (Na, 2012; Land & Hannafin,

2000; Gagne & Merrill, 1990). Jonassen (1999) cited in Na (2012) stated that, enormous

opportunities in creativity affects student-centred learning environments by the various

educational technologies. For example, the creation of rich perceptual experiences on

the computer-based learning environment for students and the mass information on the

Internet have laid emphasis on the implementation of technology enhanced learning and

instruction. There is therefore the need to design computer-aided instructions (CAI)

for effective and easily accessible instructional materials (Na, 2012). It should not be

forgotten that, in this century, students are smart in diverse ways and their smartness has

led to different learning approaches. This has made the student-centred approach a very

necessary learning style (Hudson, 2009).

2.7 Design

Design according to Smith and Regan (1999) is an activity or process that people engage

in to improve the quality of their subsequent creations and is related to planning. The

main difference between planning and design is that, when the expertise and the care

with which planning is conducted reaches a certain point, it is then referred to as design

(Smith & Ragan, 1999). It is a way of solving problems in time and space (Formia, 2012).

Rowland (1993) on his study on instructional design defined design as a goal-directed

process in which the goal is to conceive and realize some new thing. And the new thing

that results from designing has practical utility. According to Rowland (1993), a basic

task of designing is to convert information in the form of requirements into information

in the form of specifications. Rowland (1993) was of the view that, design requires

social interaction and involves problem-solving but not all problem-solving is designing.

Problem-solving and problem understanding may be simultaneous or sequential process.
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Design, which may also be defined as a science or a combination of science and art

or neither science nor art also involves technical skills and creativity and rational and

intuitive thought process. It is therefore considered as a learning process (Rowland, 1992,

1993; Rowland & Wilson, 1994).

2.8 Instructional Design

Instructional design refers to the systematic and reflective process of translating principles

of learning and instruction into plans for instructional materials, activities, information,

resources and evaluation (Smith & Ragan, 1999). It also refers primarily to operative

processes of forming and composing effective learning environments in order to serve

the educational needs of addresses and clients. It is a systematic procedure in which

educational and training programs are developed and composed. It is aimed at improving

learning outcomes so that the learner can be motivated and his attitudes influence in such a

way that deeper understanding of the subject matter can be achieved (Reiser & Dempsey,

2007). Seel, et al (2017) were of the view that the central concepts of instructional

design are learning and teaching and stated that, there is a strong relationship between

learning and instruction. The role of instructor is to structure the learner’s engagement

with knowledge and practice high-level cognitive skills that enable them to make that

knowledge their own but not to transmit the knowledge to passive recipient (Laurillard,

2008).

Several alternative approaches of instruction were argued by several writers. These include

learning design which is the description of the teaching-learning process that takes place

in a unit of learning (e.g. a course, a lesson, etc) (Cooper et al., 2006). Instructional

design and learning design are two sides of the same coin and there is practically no

difference in case of procedures and steps in designing. And both instructional

design and learning design are tools for the development of learning environment (Seel

et al., 2017). The field of instructional technology encompasses analysis of learning and
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performance problems as well as the design, development, implementation, evaluation

and management of instructional and non-instructional process and resources intended

to improve learning and performance in a variety of settings, particularly educational

institutions and the workplace (Reiser, 2001). According to Seel, et al (2017), instructional

design is primarily concerned with the generation of detailed and precise prescriptions for

the development, implementation, evaluation and maintenance of situations that aim at

the initiation and facilitation of learning processes within subject areas. According

to Seel, et al (2017), the major intention of instructional design is the development

of learning environment on the basis of suitable theories of learning and teaching that

ensures the quality of teaching and education interventions. It contains completely, the

process of planning which starts with analysis of needs and objectives which goes along

with instructional materials development up to the implementation and evaluation level of

its effectiveness (Reigeluth, 1983). Reigeluth (1983) applied three strategies of instructional

design:

1. Organizational strategies with both the gross and detailed planning of settings of

teaching and learning in order to determine how a course of lesson should be

arrange and sequenced.

2. Delivery strategies which is concerned with decision on how information can be

transmitted to the target group of learners.

3. Execution strategies which is concerned with decision on methods to assist the

learner to deal effectively with instructional materials.

Based on these strategies, Seel, et al (2017), defined instructional design as a dynamics

process which aims at the development of effective instructional design which is related to

planning of a small instructional unit within a short-time period. In the wider perspective,

it is related to the planning of lengthy courses and the most comprehensive interpretation

refers to as long-term implementation of educational programs and their evaluation.
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2.9 Inquiry-Based Approach

According to Uno (1999), inquiry may be referred to as a technique that encourages

students to discover or construct information by themselves instead of having the

information directly reveal to them by teachers. Science for example was considered

as body of facts that students are supposed to learn through direct instruction and

memorization, the situation which requires change (Duran and Duran, 2004; Rutherford

& Algren, 1990). Inquiry is multifaceted activity that involves making observations;

posing questions; examining books and other sources of information to verify what is

already known; planning investigation, reviewing what is already known in light of

experimental evidence; gathering, analysis and interpretation of data using tools; proposing

answers, explanations and predictions and communicating the results (Rutherford & Algren,

1990; National Research Council, 1996). It is also the art of developing challenging

situations in which students are asked to observe and question phenomena; pose explanations

of what they observe; devise and conduct experiments in which data are collected to

support or contradict their theories; analyse; draw conclusions from experimental data;

design and build models; or any combination of these (Friesen & Scott, 2013).

It requires more than simply answering questions or getting right answer but also includes

investigation, exploration, search, quest, research, pursuit and study which is enhanced

by involving community of learners (Kulklthau et al., 2007). Inquiry-based learning is an

approach to teaching and learning that places student questions, ideas and observations at

the centre of the learning experience (Scardamalia, 2002). The application of inquiry-based

pedagogical practices may necessitate the transition from textbook based teaching approach

to a more hands-on approach, where the students are central to the learning episodes

(Duran & Duran). Duran and Duran (2004) on their study on ”The 5E Instructional

Model” argue that inquiry needs to be a central strategy of all science curricula. They

used the 5E learning cycle approach in the classroom for the facilitation of the inquiry

practices. The learning cycle according to Duran and Duran (2004) focuses on constructivist
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principles and emphasize the explanation and investigation of phenomena, the use of

evidence to back up conclusion and experimental design. They concluded that, the

incorporation of learning cycles in the classroom aids teachers in the pursuit of the development

of effective inquiry-based science lessons. After the study, they concluded that the 5E

instructional model according to the responses they obtained from the teachers who put

it into practices yielded the following results:

The use of 5E model

• help the teachers to design meaningful and purposeful lessons for the students.

• enables the teachers to assess students’ knowledge before the start of the exploration

activity which made the evaluation of the students’ academic level more appropriate.

• enables teachers to personalize lessons according to student needs.

• changes students who were more reserved and less interested to share their opinions

and ideas.

According to Etheredge and Rudnitsky (2003), inquiry-based approach is more beneficial

to students and that young children can as well learn through inquiry process. Irrespective

of the importance of the inquiry-based approach, many educators are either unaware of

the ways of designing it or uncomfortable with its usage in the classroom (Abraham,

1997).

According to National Science Education (NSE) standard cited in cited in National

Research Council (NRC) (1996) in the United States of American, inquiry-based needs to

be the central strategy of all science curriculum. They further stated that, the pedagogical

methods by which students are taught influences students’ learning. The report of NRC

(1996) and project 2061: Science for all Americans (Rutherford & Algren, 1990) revealed

that science teaching should actively engage students, deemphasize rote learning or

memorization of facts and incorporate cooperative learning, hence the need to inculcate

inquiry-based approach. There are three approaches to inquiry-based learning: project-
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based learning, problem-based learning and designed-based instruction (Barron & Darling-

Hammond, 2008).

2.9.1 Project-Based Learning (PBL)

In project-based learning (PBL), learning is organized around the creation of a presentation

or a product that is usually shown to an audience. It includes the creation of an original

play, a video, or an aquarium design judged by local architects (Barron & Darling-Hammond,

2008). According to Thomas (2000) cited in Friesen (2013), PBL projects involve complex

tasks, based on challenging questions or problems that involve students in design,

problem-solving, decision making, or investigative activities. It gives students the opportunity

to work relatively autonomously over extended periods of time and also culminate in

realistic products or presentations. Thomas (2000) presented the following characteristics

of a PBL. Project-Based Learning projects

1. are focused on questions or problems that ”drive” students to encounter (and struggle

with) the central concepts and principles of a discipline.

2. involve students in a constructive investigation.

3. are student-driven to some significant degree.

4. are realistic, not school-like.

2.9.2 Problem-Based Learning

Several studies have adapted problem-based learning. The problem-based learning model

has recently been adapted for a range of subjects including social studies, science, and

mathematics (Stepien and Gallagher, 1993). Although a number of approaches to learning

have adopted this title, Barrows (1996) argued that its core characteristics include a

student-centred approach to learning, and learning that occurs in small groups under the

guidance of a tutor who acts as a facilitator or guide. Additionally, students engage in

authentic problems before they receive any preparation or study, and may have to find
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information on their own to solve the problem. Other authors argue that assessment

and evaluation is mostly concerned with how the students applied their knowledge to

solve the problem, rather than assessing one correct answer (Serger et al., 1999). The

problem-based learning is the bedrock of the IO-IA and is upon which the 5E instructional

model was based.

2.9.3 Design-Based Instruction (DBI)

According to Barron and Darling-Hammond (2008) cited in Friesen and Scott (2013),

students are asked to design and create artefacts that requires them to apply principles

and knowledge they drawn from a particular discipline when using design-based learning

approach. The design-based learning approach is mostly used in the field of art and

technology, engineering and architectural fields where students are guided to come out

with their own ideas which leads to the creation of prototypes. In design-based approach,

students are encouraged to work in small groups by taking on specific task.

2.10 Factors Affecting Inquiry-Based Teaching and Learning

Jingoo and Tuula (2016) categorize the factors affecting the implementation of inquiry-based

teaching into two: teacher-related factors and school-related factors. The teacher-related

factors include

1. teachers’ confidence in teaching science,

2. determination on the part of the teachers to explore a new way of teaching,

3. teachers’ collaboration on improving science teaching and

4. teachers’ pedagogical skills.

The school-related factors on the other hand are

1. class size and
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2. school resources which include accessibility to ICT tools, TLMs, computer

applications and the likes.

Another contributing factor is the technological support for inquiry-based teaching and

learning Learning according to Blumenfield et al. (1991). New opportunities to support

inquiry-based learning are offered by computing and networking technologies. Blumenfield

et al. (1991) in their study on technology as a support for project-based science learning,

identified six contributions technology is capable of making to learning processes:

• enhancing interest and motivation;

• providing access to information;

• allowing active, manipulable representations;

• structuring the process with tactical and strategic support;

• diagnosing and correcting errors;

• managing complexity and aiding production.

They were of the view that all of the fundamental properties of computing technologies

offer benefits for inquiry-based Learning - the ability to store and manipulate large

quantities of information, the ability to present and permit interaction with information

in a variety of visual and audio formats, the ability to perform complex computations,

the support for communication and expression, and the ability to respond rapidly and

individually to users.

Motivation is also an important factor of high failure in mathematics. It is the internal and

external factors that stimulate desire and energy in students to be continually interested

and committed to learn something. The process of motivation stems from stimulation

which is turns followed by an emotional reaction that lead to a specific behaviour response

(Bed, 2017).
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2.11 Challenges Associated with Inquiry-Based Teaching

Harris and Rooks (2010) considered management interactions in inquiry-based science

learning as a major challenge in the implementation of an inquiry-based teaching approach.

Several researchers (Schauble et al., 1995; Krajcik et al., 1998) found out that students

have difficulties in the conduction of systematic scientific investigations. According to

Edelson et al. (1999), data gathering, analysis, interpretation and communication are all

challenges militating against content-area knowledge. Their study revealed five of the

most significant challenges associated with successful implementation of inquiry-based

teaching and learning. They are:

1. Motivation: According to Edelson et al (1999), students must be sufficiently

motivated in order for them to be engaged in inquiry-based learning. They were of

the view that motivation must be as a result of interest in the investigation and its

implementations.

2. Accessibility of investigation techniques: Students must know how to perform

task that is required of their investigations, understand the goals of their practice

and be able to interpret their results.

3. Background knowledge: Provision of opportunities for learners to develop and

apply scientific understanding is very paramount when designing inquiry-based

teaching and learning. Lack this knowledge on the part of the students will lead

to their inability to complete a meaningful investigation.

4. Management of extended activities: Students must be able to organize and manage

complex, extended activities to achieve the ultimate goal of open-ended inquiry.

5. The practical constraints of the learning context: “The technologies and activities

of inquiry-based learning must fit within the practical constraints of the learning

environment, such as the restriction imposed by available resources and fixed

schedules”.
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2.12 Inquiry-Oriented Mathematics Instruction in University

Education

Rowe (1973) defined inquiry-oriented instruction as teacher practices that foster students

use of personal experience and schooled knowledge for generating new information,

new problem-solving approaches or new solutions that were not heretofore a part of the

learning environment. According to Kwon (2005), research on the relationship between

different teaching methods and students’ understanding of mathematics at the university

level is essential for cumulative improvement in mathematics.

Kwon (2005), Ebert-May et al (1997) and Rasmussen et al (2006) stated that the reports

of some researchers about the gap between what is taught and what is learned in

mathematics in traditional modes of teaching indicated that, students most of the time

have difficulties in conceptualizing what is being taught in the classroom. Kwon (2005)

emphasizes on the need for faculties to recognize the characteristics of effective teaching

for the improvement of teaching and student learning. Kwon (2005) was of the view

that, because many instructors were not introduced to this knowledge-based teaching

during their graduate or post-doctoral years and have not acquired this perspective, they

may struggle through teaching assignments. And they often re-develop techniques and

approaches that have been tested and disseminated by others. In the use of traditional

method of teaching in the mathematics classroom, that is, textbook-dominated approach,

students’ participation in the lesson delivery is through listening to and watching the

demonstrations of the teacher’s mathematical procedures. And practicing is only through

the completion of textbook exercises.

Alsina (2002) related this prevailing phenomenon of traditional approach to the believe

in many researchers that, a good researcher is always a good teacher and claim that

university teaching does not require any specific training but accumulated experiences

does it all(Alsina, 2002). Other believes include linear presentation of instructions and
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must take bottom-up process as well as perfect theory presentation. Many studies by early

researchers have shown statistical evidence of the limitations of the traditional teaching

practices (Orton, 1980; Harel, 1989; Alsina, 2002). Orton (1980) for example indicated

that students have difficulty in conceptualizing the limits processes underlying the notions

of derivative and integral. Discrepancy between the formal definitions and the criteria

used by the students in checking the properties of functions such as continuity and the

derivative was obvious (Tall & Vinner, 1981). Harel (1989) studies show evidence of

students’ difficulties in learning the basic notations of linear algebra and again there is

difficulties in connecting graphs with physical concepts and the real world (McDermott

et al., 1987). Students again have difficulties in logical reasoning and proofs (Alibert &

Thomas, 1991; Schoenfield, 1985; Seldon & Seldon, 1995).

Figure 2.3: A Model for Mathematical Inquiry Process (Source: Wubbles, et al (1997))

Wubbles, et al (1997) also conducted a study on the roles of instruction in a community

of inquiry. According to Wubbles, et al (1997), inquiry process is characterized by the

consecutive steps of translating a real world problem into a mathematical problem, the

analysis and structuring of such a problem, the creation of mathematical solution, the

translation of this solution to the real world and the reflection on the merits and restrictions

of the solution. This can be followed by a next cycle in which the translation of the
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problem is refined, generalized or otherwise changed. Wubbles, et al (1997) suggested

the model in figure 2.3 as the articulation of the roles of teacher and students in the inquiry

community.

Kwon (2005) also designed a model which suggested the articulation of the roles of

teacher and students in the inquiry community as shown in figure 2.4. In the model,

realistic task, shared responsibility for learning and teaching, authentic investigation,

inter-dependency of groups, negotiation of understanding and public sharing is the critical

element of the community of inquiry. The professor/instructor and students are the key

players in this community of inquiry.

Figure 2.4: Roles of instructor in a community of inquiry (Source: Kwon (2005))

2.13 Strands of Mathematics Proficiency

A strand is a consistent thread running through a course offer irrespective of its subject

According to National Research Council (2000) report, mathematics proficiency has five

strands which are:

1. Conceptual understanding:- This is concerned with comprehension of Mathematical

concepts, operations and relations.
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2. Procedural fluency:- This is concerned with skill in carrying out procedures, flexibility,

accurately, efficiently and appropriately.

3. Strategic Competence:- The ability of the learners to formulate, represent and solve

Mathematical problems.

4. Adaptive reasoning:- This looks at the capacity for logical thought, reflection,

explanation and justification.

5. Productive dispensation:- This is concerned with the students’ habitual inclination

to see mathematics as sensible, useful and worthwhile, which is coupled with a

belief in diligence and one’s own efficacy.

The study focused on these strands in all the activities to improve the students’ mathematics

proficiency.

2.14 Modelling Approach

There are two main approaches in modelling, namely ”modelling for the learning of

mathematics” and ”learning mathematics for modelling”. The earlier involves the use of

modelling approach in the teaching and learning of mathematics in the classroom while

the later is about the application of mathematics in modelling or formulation of functions

that can be used to solve problems. This study focused on the earlier one, ”modelling

for the learning of mathematics”. Mathematical modelling as used in this study means

modelling for the learning of mathematics unless or otherwise stated.

According to Blum (1993), the teaching of mathematics is intended to help students to

understand so that they will be able to cope with real-world solutions and problems. This

is what Blum (1993) termed pragmatic argument. In the case of formative arguments,

Blum (1993) stated that, to be concerned with mathematics means, students should acquire

general qualifications (such as the ability to tackle problems) or attitudes (such as openness

towards new situations). In the case of cultural argument, Blum (1993) was of the
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view that students should be taught mathematical topics as a source for reflection, or

in order to generate a comprehensive and balanced picture of mathematics as a science

and part of human history and culture. And finally, on Blum’s psychological arguments,

mathematical contents can be motivated or consolidated by suitable modelling examples

which may contribute towards deeper understanding and longer retention of mathematical

topics or they may improve students’ attitudes toward mathematics (Blum, 1993).

According to Lesh and Doerr (2003a) cited in Erbaş, et al (2014), Mathematical modelling

in educational settings has considered a way of improving students’ ability to solve

problems in real-life. It consists of both conceptual system in learners’ minds and the

external notation system of ideas, representations, rule, materials, etc. A model is used

to interpret and understand complex nature systems (Lesh & Doerr, 2003a). Model is an

attempt to construct an analogy between an unfamiliar system and a previously known

or familiar system (Lehrer & Schouble, 2003). Models which are based on thinking and

also emphasizes on developments are those that make sense of real-life situations (Lehrer

& Schouble, 2003).

Even though the terms mathematical model and modelling are usually reserved for concrete

materials in elementary education, the use of concrete materials is useful for helping

children to develop abstract mathematical thinking (Lesh & Lehrer, 2003; Erbaş et al.,

2014). Dienes (1960) cited in Erbaş, et al (2014) is of the view that mathematical

modelling is used to refer to a more comprehensive and dynamic process than just the

use of concrete materials. Haines and Crouch (2007) cited in Erbaş (2014) characterize

mathematical modelling as a cyclical process in which real-life problems are translated

into mathematical language, solve within a symbolic system.

Mathematical modelling is a process in which real-life situations and relations in these

situations are expressed by using mathematics (Verschaffel et al., 2002). Lesh and Doerr

(2003a), described mathematical modelling as a process in which existing conceptual
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systems and models are used to create and develop new models in new context. Thus,

a model is a product and modelling is a process of creating a physical, symbolic or

abstract model of a situation. Different mathematical modelling approaches with different

theoretical perspectives have been proposed in mathematics education and so no single

view is agreed upon among educationists (Erbaş et al., 2014). Erbaş, et al (2014) considered

Kaiser (2006) and Sriraman et al (2006) classification system for the presentation of

modelling approaches as the leading perspective. The perspective are classified as (i)

realistic or applied modelling which is a modelling as a purpose of teaching mathematics,

(ii) contextual modelling which is a modelling as a means to teach mathematics, (iii)

educational modelling, (iv) socio-critical modelling, (v) epistemological modelling or

theoretical modelling and (vi) cognitive modelling. In mathematical modelling, students

experience the stages of developing, reviewing and revising important mathematical ideas

and structures during the modelling process as compared to the traditional problem-solving

approach in which students are expected to use taught structures such as formulas, algorithms,

strategies and mathematical ideas (Lesh & Lehrer, 2003; Erbaş et al., 2014). Teaching of

linear second-order Ordinary Differential Equations (ODE) according to Paraskaki (2003)

cited in Mrozek (2014) is done in a very procedural manner where the emphasis lies in

identifying the type of equation and then apply a number of well-established steps that

yield to the solution (Paraskakis, 2003; Mrozek, 2014).

2.15 The Concept of Partial Differential Equations (PDEs)

Henri Poincaŕe stated: ”If you wish to foresee the future of mathematics, our proper

course is to study the history and present condition of the science. However, varied may

be the imagination of man, nature is a thousand times richer. Each of the theories of

physics presents (partial differential) equations under a new aspect. Without the theories,

we should not know partial differential equations” (Myint-U & Debnath, 2007).

The study of surfaces in geometry together with a wide variety of problems in mechanics
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gave rise to partial differential equations. A number of famous Mathematicians like

Gottfried, Leibniz, Bernoulli and so on were actively involved in the investigation of

numerous problems presented by PDEs during the 19th century. The main reason was

that PDEs both express many fundamental laws of nature and frequently arise in the

mathematical analysis of diverse problems in science and engineering. The next phase

of the evolution of linear partial differential equations was characterized by efforts to

develop the general theory and various methods of solution of linear equations. Partial

differential equations are essential to the theory of surfaces on the one hand and to the

solution of physical problems on the other. These two areas of mathematics can be seen as

linked by the bridge of the calculus of variations. With the discovery of the basic concepts

and properties of distributions, the modern theory of linear partial differential equations is

now well established. The subject plays a central role in modern mathematics, especially

in physics, geometry, and analysis (Myint-U & Debnath, 2007).

The key defining property of partial differential equations (PDEs) is that there is more

than one independent variable x,y, ... and there is a dependent variable that is unknown

function of these variables u(x,y, ..). For this reason and many more, partial differential

equation has numerous applications in our daily activities and inventions and so play

a major role in applied studies. PDEs describes all kinds of physical phenomena and

applications in all sorts of fields (Strauss, 2008).

PDEs can be classified according to its homogeneity, order, linearity and so on. Some of

the classifications are also peculiar to the order of the equation. For example, second-class

order PDEs has other classifications which the first-order PDEs do not have. The first-order

PDEs can be classified as linear, semi-linear, quasi-linear or fully non-linear while the

second-order differential equations are classified as hyperbolic, parabolic or elliptic

depending on the discriminant of the characteristic equations (Asiedu-Addo & Ali, 2019).

There are several examples of PDEs but notable among them are what Coleman (2013)

called ”The Big Three PDEs”: The heat or diffusion Equation, the wave and the Laplace
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equation. Heat is a form of energy which results from the motion of molecules at a

macroscopic level and it appears to flow from warmer to cooler regions. The heat equation

is a second-order partial differential equation used to determine for example, the temperature

of a rod at a point x at a time t. The heat equation is given by

ut = α
2uxx

where α2 = κ/cρ is called the thermal diffusivity, c is the specific heat capacity (the

quantity of heat energy required to raise the temperature of a unit quantity of material by 1

degree of temperature), ρ is the density of the material and κ is the thermal conductivity of

the material. The wave equation is also a second-order linear partial differential equation

for the description of waves - as they occur in classical physics - such as mechanical

waves (e.g. water waves, sound waves and seismic waves) or light waves. It arises in

fields like acoustics, electromagnetics, and fluid dynamics. The wave equation is given

by

utt = c2uxx

where c is the wave speed. Laplace equations are second-order partial differential equations

with broad utility in electrostatics, mechanical engineering and theoretical physics. It

came as a result of the steady state of heat or wave equations. One-dimensional Laplace

equation is given by uxx = 0 while a two-dimensional Laplace equation is given by

uxx +uyy = 0

These three equations has significant application in real-life situations today. Although

many mathematicians in the late 18th and early 19th centuries investigated the problem of

heat conduction, Joseph Fourier (1768 - 1830) soon was able to derive the heat equation

and solved it using trigonometric series (Coleman, 2013).

The study of the vibrating string was prompted by the writings of French composer and

55

University of Education, Winneba http://ir.uew.edu.gh



music theorist Jean-Philippe Rameau (1683– 1764). In 1727, John Bernoulli (1667–1748)

approximated a continuous string by a massless string loaded with a finite number of

discrete masses. Although Bernoulli was believed to have “taken the limit,” the wave

equation as we know it did not appear until the 1760s, in the works of Euler and d’Alembert.

Laplace’s equation, or the potential equation, actually appeared first in 1752 in a paper by

Euler. The paper dealt with the motion of fluids and was influenced by Daniel Bernoulli’s

seminal work Hydrodynamics, which appeared in 1738 and in which he coined the term

“potential function.” Pierre-Simon de Laplace (1749–1827) got his name attached to

the equation through his re-derivation and use of it in connection with the problem of

gravitational attraction. In particular, Laplace’s main goal was to prove that the solar

system is stable, a problem that has returned to the forefront with recent advances in

dynamical systems and the study of chaos systems. Of course, these are but a few of the

highlights of the rich and varied history of the Big Three PDEs (Coleman, 2013).

2.16 Summary of the Literature Review

The study focused on the use of inquiry-oriented instructional approach (IO-IA) in teaching

and learning of Partial Differential Equations (PDEs). The concept on which the study

was based is the 5E instructional learning cycle model proposed by Bybee and Landes

(1990). The 5Es consist of the engagement, exploration, explanation, elaboration and

evaluation phase of the learning cycle. The theory behind the study was based on cognitive

psychology and constructivist-learning theory. The study adapted a constructivist-learning

approach called the inquiry-oriented differential equation (IO-DE) projects by Rasmussen

et al (2006) on their study on the inquiry-oriented approach to teaching of differential

equations. The IO-DE project capitalizes on advances within mathematics and mathematics

education, including the instructional design theory of Realistic mathematics Education

and the social negotiation of meaning.

According to the studies conducted by some of the earlier writers, several factors influence
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teaching and learning of mathematics. Instructional strategies and methods/teaching

practices, learning styles, teacher competency in mathematics education, teacher’s

attribution and teaching-learning materials and facilities were among the factors that

influences teaching and learning of mathematics (Belhu, 2017; Gunaseelan & Pazhanivelu,

2016; Murray, 2013; Mohammed et al., 2012). Other factors are students’ perception of

good classroom assessment, motivation or concentration, prior mathematics achievement,

peer influence, parental support, students’ attitude towards mathematics, students’ anxiety,

students’ attitude towards mathematics and academic resources (Kiwanuka et al., 2015,

Gunaseelan & Pazhanivelu, 2016; Murray, 2013; Mohammed et al., 2012). Individual

factors like socio-economic status, gender, parental support, language problems,

computational ability, background knowledge and confidence to understand mathematical

concepts also influences teaching and learning of mathematics (Belhu, 2017; Kiwanuka

et al., 2015).
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Chapter 3

RESEARCH METHODOLOGY

3.1 Overview

This chapter consists of the research paradigm, research design, population, sampling

and sampling techniques, data collection instruments, reliability and validity of the data

collection instrument, data collection procedures and pilot studies. It also consists of the

implementation of the treatment, hypothesis and data analysis procedures.

3.2 Research Paradigm

According to Sayyed and Abdullah (2013), the term paradigm was first introduced by

Kuhn who defined paradigm as an integrated cluster of substantive concepts, variables and

problems attached with corresponding methodological approaches and tools. According

to Guba and Lincoln (1994), cited in Sayyed and Abdullah (2013), paradigm is a basic

system or worldview that guides the investigator. According to James (2012), a paradigm

consists of ontology, epistemology, methodology and methods.

Ontology is the study of ’being’ and is concerned with ’what is’, that is, the nature of

existence and structure of reality as such (Crotty, 1998, 2003; McQueen and McQueen,

2010). According to Wand and Weber (1993) cited in Antwi and Hamza (2015), ontology

refers to a branch of philosophy concerned with articulating the nature and structure of

the world. And it specifies the form and nature of reality and what can be known about it.

Epistemology on the other hand is concerned with the nature and forms of knowledge

(Cohen et al., 2007). Epistemological assumptions are concerned with how knowledge
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can be created, acquired and communicated, that is, what it means to know (Guba &

Lincoln, 1994; Richard, 2003). It is the way of looking at the world and making sense

of it (Crotty, 1998). Trochim (2000) cited in Krauss (2005) defines epistemology as the

philosophy of knowledge or how we come to know. Krauss (2000) was of the view that

epistemology is intimately related to ontology and methodology since ontology involves

the philosophy of reality and epistemology addresses how we come to know of these

realities while methodology identifies the particular practices used to attain knowledge of

it (Krauss, 2005).

This study is more of epistemology than ontology because the study sought to establish

the relationship between the students and the subject matter and guides them to know

what they are supposed to know and the key concepts that the students are supposed to

know. Again, positivism which is an epistemological position focuses on the importance

of objectivity and evidence in searching for the truth and the world is unaffected by the

researcher. According to Snap and Spencer (2003), facts and values are very distinct

in positivism and it is possible to conduct objective and value-free inquiry which is

the focus of the inquiry-oriented instructional approach (IO-IA). Also, since positivism

epistemology hold the position that meaningful realities which exist in any kind of people’s

consciousness, always resides in the objects to be discovered according to Crotty (1998),

the IO-IA is more of epistemology than ontology.

3.3 Research Design

Design in research is not just a work plan but detailed description of what the researcher

has to do to complete the study (Yin, 1989). It is the study conducting blueprint that

maximizes control over factors that might interfere with the validity of the findings.

Designing a study helps the researcher to plan and implement the study in such a way as

to help the researcher obtain intended results, thereby increasing the chances of obtaining

information that might be associated with the real situation (Burns & Grove, 2001).
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The function of research design according to Yin (1989), is to ensure that the evidence

obtained enables us to answer the initial question as unambiguously as possible. According

to Yin (1989), research design does not deal with logistical problems but with logical

problems and it is different from the method by which data are collected. In the study,

both quantitative and qualitative data were collected so the study employed one of the

mixed-methods approach. Creswell et al. (2003) suggested four decisions to consider

when approaching mixed methods. They are (1) the implementation sequence of the

data collection, (2) the method that takes priority during data collection and analysis, (3)

what the integration stage of the findings will be involved and (4) whether theoretical

perspective will be used or not.

Based on the suggesting made by Creswell et al (2003), the study employed a

mixed-method approach known as sequential explanatory design. According to Creswell,

et al (2003) cited in Nataliya, et al (2006) , the mixed-method sequential explanatory

design consists of two distinct phases: quantitative followed by qualitative. Tahshakkori

and Teddie (2003), furthering Creswell, et al (2003) study, identified three different

approaches to mixed methods: concurrent, sequential and conversion. The IO-IA undertook

a sequential approach where quantitative method was then followed by the qualitative

method. The qualitative data findings were used to set the quantitative data in context. In

the quantitative data phase, the researcher conducted a test. The students’ solution were

scored and analysis. After the test, 5 students were randomly selected and interviewed.

The data collected from the interview together with some observations that were made

during the implementation of the intervention were then put together to form the qualitative

data for the study. The entire data collection for both the quantitative and qualitative took

two academic years. The data collection was done in phases and in each phase, the

quantitative data was first collected followed by qualitative.
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3.4 Population

The population of the study was made up of the entire undergraduate mathematics

education students in the Department of Mathematics Education in the University of

Education, Winneba (UEW) for the two academic years: 2016/2017 and 2017/2018.

Table 3.1 gives the details of the population.

Table 3.1 Population of the Study

Academic Year Male % Males Female % Females Total
2016/2017 754 91.95% 66 8.05% 820
2017/2018 729 92.51% 59 7.49% 788

Students of the Department of mathematics Education in UEW were selected because

the study was on partial differential equations and the students in the department offer

the course which is also the researcher’s area of interest. Also, the research design

involves a module that the students went through and so there is the need to have access

to the students for effective implementation. Since the researcher is a lecturer in the

Department of Mathematics Education in UEW, it became appropriate for the students in

the department to be selected for the study.

In the 2016/2017 academic year, the population of the students in the department was

820 comprising of 754 males (91.95%) and 66 females (8.05%). The 2017/2018 year

group has a population of 788 with 729 (92.51%) males and 59 (7.49%) females. The

department is generally a male dominated department.

3.5 Sample

The sample was made up of the entire level 400 students of the Department of Mathematics

Education, in University of Education, Winneba (UEW) for 2016/2017 and 2017/2018

academic years. There were 218 level 400 students in 2016/2017 academic year of which

191 (87.61%) were males and 27 (12.39%) females (see Table 3.2).
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Table 3.2 Sample for the Study

Academic Year Male Female Total

N % N %
2016/3017 191 87.61% 27 12.39% 218
2017/2018 164 90.11% 18 9.89% 182
Total 355 88.75% 55 11.25% 400

There were 182 level 400 students in the 2017/2018 academic year of which 164 students

(90.11%) were males and 18 students (9.89%) were females. So, in all, 400 students of

which 355 students (88.75%) were males and 55 students (11.25%) were females were

used for the study in the two academic years. The purpose of the study was explained

to the students and the opinion of the students in terms of their participation of the study

was discussed and agreed before the commencement of the study. Table 3.3 indicates the

sample distribution for the study.

Table 3.3 Sample Grouping for the Study

Academic Year Group 1 Group 2 Total

M F T M F T M F T
2016/2017 96 13 109 95 14 109 191 27 218
2017/2018 82 9 91 82 9 91 164 18 182

Keys: M:- Male, F:- Female, T:- Total

In each of the two academic years, the students were put into two groups: Group 1

and Group 2. Table 3.3 gives the distribution of the students in the two groups. The

grouping was done using the diagnostic test. The students were sorted according to their

performance in the diagnostic test in the descending order using their scores as a measure

and was done on gender basis. For the male students, the students with odd number

positions were put in group 1 and those with even number positions were put in group 2.

This was done to make sure that, the academically good students will not cluster in one

group. For the female students, those with even number positions were put into group

1 and those with odd number positions were put into group 2. This was done so that
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there will be a proportional representation of males and females in each group. In the

2016/2017 year group, group 1 was made the experimental group and group 2 was made

the control group. In the 2017/2018 year group, group 1 was made the control group and

group 2 was made the experimental group.

Table 3.4 indicates how the allocation was done.

Table 3.4 Group Allocations

Academic Year Phase Total No. Control Group Experimental Group
2016/2017 1 218 Group 2 Group 1
2016/2017 2 218 Group 2 Group 1
2016/2017 3 218 Group 2 Group 1
2017/2018 1 182 Group 1 Group 2
2017/2018 2 182 Group 1 Group 2
2017/2018 3 182 Group 1 Group 2

The study was conducted in three phases in each academic year. In the first phase

(Phase 1), the students were taken through concepts and definition of partial differential

equations, classification of first-order differential equations and the formation of first-order

differential equations. In the second phase (phase 2), the students were taken through the

general and particular solution of first-order PDEs and the geometrical interpretation of

the solutions. In the third and final phase (phase 3), the students were taken through

the second-order PDEs and their applications. The applications were limited to heat and

wave equations.

After each phase of the study in both academic years, 5 students were randomly selected

from the experimental group for the interview. They were interviewed to solicit their view

on the innovations and how it influenced their conceptual understanding of PDEs. During

the process of the random selection, when a student who has already been interviewed is

selected again, that student is dropped and another is selected in his or her place. So, in

all, 15 students were interviewed in each academic year making it a total of 30 students

for the study.
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3.6 Sampling Technique

Two sampling procedures were used during the study: purposive sampling technique

followed by random sampling technique. Purposive sampling technique was used to

select the level 400 students. The level 400 students were selected because partial

differential equations are taught at that level and so they constitute the community of

interest. That is, the Partial Differential Equation course is always taken at level 400 in the

Mathematics Education Department of UEW. The study was conducted in three phases

for each of the academic year. After every phase of the study, random sampling procedure

was used to select 5 students from the experimental group who were then interviewed.

3.7 Data Collection Instruments

Three data collection instruments were used in the study: observation, test and interview.

3.7.1 Observation

Observation according to Angrosino (2005) is a method of data collection in which

researchers observe within a specific research field. Participant observation involves the

observer being a member of the setting in which they are collecting data. The observation

was done in both the control group and the experimental groups during the implementation

of the IO-IA and at the time of marking of the confirmation test. The observation was used

to determine the factors that affect teaching and learning of PDEs as well as the challenges

associated with the implementation of the IO-IA. The researcher employed the help of a

different observer to observe the processes during the implementation of the IO-IA. There

was limited interference from the researcher during the period but few questions were

asked by the researcher to ascertain their reason of using a certain procedure or method

as well as what informed their decision to do so. Data collected using this instrument was

used to answer research questions 1 and 3.
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3.7.2 Test

Two types of tests were conducted: diagnostic test and confirmation test.

Diagnostic Test

A diagnostic test was administered to all students in the sample (level 400 students). The

test was on Ordinary Differential Equations (ODEs), which was an immediate pre-requisite

for Partial Differential Equations (PDEs). The diagnostic test was conducted once in each

of the two academic years. It helped the researcher to identify the factors that affect the

teaching and learning of PDEs. It also helped the researcher to identify the challenges the

students have on differential calculus, integral calculus and ordinary differential equations

(ODEs), which could affect the teaching and learning of PDEs.

The diagnostic test was also used as a tool to put the students into two groups so that

students who are academically good are all not put in one group. Based on the results

of the diagnostic test, students were sorted according to their scores. Those with odd

number positions were put in one group and those with even number positions were put

in the other group. This process was informed by the diagnostic test conducted during

the pilot study and the confirmation test conducted during the pilot study. After each of

the diagnostic tests in the two academic years, the researcher had an interaction with the

students after which a review on calculus and ODEs was done to the selected students for

the study so that it minimized the negative impact it might have had on the implementation

of the treatment. The data collected from this instrument was used together with the data

from the observations to answer research questions one and three.

Confirmation Test

In the study, confirmation tests were administered to 218 level 400 students in the 2016/2017

academic year and 182 level 400 students in the 2017/2018 academic year after each

phase of the study. Each year group consisted of two groups: the experimental and the
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control groups. The results from the test were used to investigate the impact of the use of

IO-IA on teaching and learning of PDEs. The data collected using this method were used

to answer research question 2.

3.7.3 Interview

Semi-structured interviews were conducted after each phase of the implementation of

the inquiry-oriented instructional approach (IO-IA). They were used to solicit students’

impression about the approach used during the lesson deliveries (see appendix VI for the

interview guide). It was used to identify the challenges associated with the implementation

of the IO-IA in teaching and learning of PDEs. The data gathered with this instrument

was used to answer research question 1 and 3.

3.8 Reliability and Validity

Reliability and validity are used for enhancing the accuracy of the assessment and

evaluation of research works. Reliability according to Blumberg et al (2005) refers to a

measurement that supplies consistent results with equal values. It measures consistency,

precision, repeatability and trustworthiness of a research (Cohen & Morrison, 2011;

Chakrabartty, 2013). Validity on the other hand is the extent to which any measuring

instrument measures what it is intended to measure (Blumberg et al., 2005; Thatcher,

2010; Robinson, 2011). Reliability and validity have different meaning under different

types of research (Tavakol & Dennick, 2011): quantitative and qualitative research. According

to Sinkovics et al (2008), qualitative research should be geared towards trustworthiness

while reliability, validity, generalisability and objectivity are fundamental concerns

for quantitative research. In quantitative research, reliability refers to the consistency,

stability and repeatability of results. According to Twycross and Shields (2004) and

Thatcher (2010) reliability is divided into three parts: stability, homogeneity and equivalence.

Stability according to Twycross and Shields (2004) is when a researcher obtains the

same result in repeated administrations or when the same test tools are used on the
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same sample size more than once. Homogeneity on the other hand is a measure of the

internal consistency of the scales. It is assessed using item-to-total correlation, split-half

reliability, Kuder-Richardson coefficient and Cronbach’s alpha.

3.8.1 Reliability of the Test Items

In this study, the split-half reliability model was used because, the questions were answered

once and was not repeated in all the cases. In split-half reliability, a test for a single

knowledge area is split into two parts and then both parts given to one group of students

at the same time. The test was divided into two equivalent halves and the correlation

between the scores of the two halves was calculated which gave the half-test reliability

(Cohen, et al., 2011). Split-half reliability measures the degree of internal consistency

by checking one half of the results of a set of scaled items against the other half. In

calculating the reliability coefficient using the split-half model, the questions were split

into odd and even question and the Spearman-Brown coefficient for equal length was

computed (Cohen, et al., 2011; Furr, 2012). After computation, the Spearman-Brown

coefficient for equal length was found to be 0.907 which indicated the test was highly

reliable and because the coefficient is high, the test can be said to be homogeneous

according to Cohen et al. (2011) (see Appendix VI(a) for the test results).

3.8.2 Validity of the Test

In order for the test instrument to be valid, care was taken to make sure that the test

instrument is first reliable since validity requires that an instrument is first reliable

(Kimberlin & Winterstein, 2008). Then the researcher made sure that, all possible questions

were asked about the content or skill in accordance with Creswell (2003) and Cohen et al.

(2011) view on validity (content validity). Content validity addresses how well the items

were developed to operationalize a construct and provided an adequate and representative

sample of all the items that might measure the construct of interest. Because there is

no statistical test to determine whether a measure adequately covers a content area or

adequately represents a construct, content validity usually depends on the judgment of
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experts in the field. For this reason, the test was examined by mathematics teachers/lectures

who were researchers as well. Also, care was taking to make sure the test measures the

students conceptual understanding and ability to apply the concept learnt. The inputs

made by the assessors helped the researcher to re-arrange the test items and modify some

of them to measure the effectiveness of the IO-IA.

3.8.3 Reliability and Validity of the Interview

According to Cannel and Kahn (1968) cited in Cohen et al. (2007), in interviews, inferences

about validity are made too often on the basis of face validity (Cannell and Kahn 1968),

that is, whether the questions asked look as if they are measuring what they claim to

measure.

To address the issue of validity and reliability in relation to interview, Farr (1982) was

of the view that, there should be a theory behind every interview encounter. The theory

should incorporate psychological as well as social factors. Kuzmanic (2009) distinguished

the process of addressing the validity of a research interview into four: the production

of data, data presentation and interpretation, process of preparation and transcription of

verbal data and analysis and interpretation.

From the preparation of the interview guide through to transcription and data interpretation,

care was taken to make sure that the interview was reliable and valid. In order to verify the

reliability of the interview guide, the wording was considered since wording is particularly

important factor in attitudinal questions than factual questions (Oppenheim, 1992). The

interview was then conducted on two groups comprising of five students separately and

their responses were compared and the way they understood the questions too were also

compared. The interview guide was then shown to experience researchers for validation

and their inputs lead to the modification of some of the questions in the interview guide.

During the interview, the researcher avoid biasness on the responses of the participants

as was indicated by Cohen et al. (2007). Their contributions helped the researcher to

modify the questions. The data gathered from the interview was used to answer research
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questions 1 and 3.

3.9 Data Collection Procedures

Different procedures were used in the data collection process for the observation, interview

and the test. But apart from the test and the interview, the researcher also documented the

challenges faced during the implementation of the IO-IA which was also used together

with the interview to answer research question 3.

3.9.1 Data Collection Procedure for the Observation

During the marking of the scripts (both the diagnostic and confirmation test), students’

solutions were observed and analysed on the processes and procedures they used in

answering questions. Their challenges on individual basis were noted down for analysis.

Observations were also done during the instructional delivery period during the teacher’s

interaction with the students and during group discussions. The way students argued

among themselves were recorded for further analysis and discussion.

3.9.2 Data Collection Procedure for the Test

In each academic year, three activities were done and so three tests were administered

to both the control group and the experimental group. Each of the tests looked at the

analytical approach in solving the problem, the graphical representation and interpretation

of the solution where necessary. The first test looked at how students solved first-order

partial differential equation problems analytically, the interpretation of the results and the

graphical representation of the solution where possible. The second test looked at the

application of first-order PDEs in a real-life situation. And finally, the third test looked

at second-order PDEs and its application to heat and wave. During scoring of the test,

the emphasis was on methods and procedures used in solving the given problem, the

interpretation of the results and the graphical representation of the solution. See appendix

I (d to e) for the test items. The solutions presented were marked and scored and the
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results compared using independent sample t-test. The tests were scored on three areas:

the method or approach in which the students employed in finding the solution to the test

and the scores for that were termed “method scores”, the students proved of understanding

of the concept and the scores were termed “concept scores”. The sum of these two

scores, method and concept scores, were termed considered as their total performance

and were termed “total scores”. The scores from the test items were used so answer

research question 2.

3.9.3 Data Collection Procedure for the Interview

After each test, 5 students were randomly selected for an interview and their responses

were recorded and transcribed and finally analysed. The interview was used to gather

information on some of the factors affecting teaching and learning of PDEs as well as the

challenges associated with these factors. The information gathered during the interview

was used to answer research questions 1 and 3.

3.10 Pilot Study

Eighty level 400 students of 2015/2016 academic year were randomly selected for the

pilot study. Out of the 80 students, 40 students constituted the control group and the

remaining 40 constituted the experimental group. These groups of students were not

part of the actual implementation of the treatment for this study. The students in the

experimental group were taken through first-order partial differential equations and its

applications using inquiry-oriented instructional approach (IO-IA). The remaining 40

students were allowed to go through the same topics using the traditional method of

teaching. They were taken through three phases. The first phase was on the introduction

of partial differential equations (PDEs) which comprised of basic concepts and definition

of PDEs, formation of PDEs, solutions to PDEs, linear operators and principle of

superposition. The second phase was on first-order partial differential equations and it

covered classification of first-order PDEs, formation of first-order PDEs and solutions
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to PDEs, methods of solving first-order PDEs (directional derivatives, methods

of characteristics and change of coordinates). The third phase was on application of

first-order PDEs.

Before the commencement of the pilot study, a diagnostic test was conducted on ODEs,

which is a pre-requisite to the PDEs. The purpose of the diagnostic test was to assess

the students’ performance on ODEs. After the diagnostic test, 40 students out of the 80

students were randomly selected to form the experimental group. The 40 students were

then taught using the IO-IA using the 5E instructional model. At the engagement phase,

students’ prior knowledge was accessed and linked to the new subject matter. Students’

curiosity was aroused and interest generated through brainstorming on the importance

and application of the first-order PDEs. At the exploration phase, which is where the

IO-IA was implemented, students were directed to interact with the materials in their

small groups. They were directed to look for ways of solving the problem in order

to identify and realized different skills which then led to the acquisition of common

experiences. They were directed to observe, describe, record, compare and share their

ideas and experiences. They were given activities which led them to the discovery of

ways of finding solution to the given real-life application problems. The students were

then asked to present their findings to the whole class.

After the exploration phase, the instruction entered the explanation phase. The right terms

and terminologies were explained and formal definition and theorems were then given to

students. New terminologies and scientific terms were then introduced and explained.

At the elaboration phase, new but similar situations were explored. The students were

directed to look for different situations where what they have learnt could be applied.

The students were then evaluated after the elaboration phase.

After the first phase of the implementation of the study, a test was conducted on both the

control group and the experimental group (see Appendix (Ib) for the test). The results
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were analysed using independent sample t-test (see Appendix V(c) for the analysis).

From the analysis, the mean score of the experimental group was 7.975 and that of the

control group was 7.225. Even though the means score for the experimental group was

slightly higher than that of the control group, the p-value (sig. value) for Levene’s Test

for Equal variance of 0.629 (see Appendix V(c)(i) Tables 6.9 and 6.10) indicated that the

variability in the scores of the control group and the experimental group was about the

same. That is, the variability in the two groups is not significantly different and so the

researcher assumed equal variances in our t-test for equality of means. The p-value (Sig

(2-tailed)) for equality of means on the assumption that the variances are equal was 0.053

(t = −1.962). This means that there was no significant difference in the mean values of

the control and the experimental group. But the researcher’s expectation was to achieve a

significant difference in the mean-scores of the two groups. So’ the diagnostic test results

of the two groups were analysed (see Appendix V(b)(i) Tables 6.5 and 6.6). The p-value

(significant value) for Levene’s test for equality of variance of 0.326 indicated that there

was no significant difference in the variability and so the p-value (Sig. value) for 2-tailed

for t-test for equality of means was found to be 0.001. P-value of 0.001 indicated a

significant difference between the mean scores of the control group and the experimental

group. But the mean score for the control group was 7.45 which was higher than the

mean score for the experimental group which was 6.025. This indicated that, during the

grouping of the students, the highly performed students were accidentally placed in the

control group. For this reason, the students were sorted according to their performance

from the highest to the lowest. Those at odd number positions were used to form the

control group and those at even number positions were used to form the experimental

group. Based on this re-grouping, their diagnostic test was analysed again (see Appendix

V(b)(ii) Tables 6.7 and 6.8). In this case the p-value for t-test for equality of means

was found to be 0.894 indicating that, the mean values for the two groups (control and

experimental) were not significantly different. The pilot study then entered the second

phase.
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After the second phase of the pilot study, a second test was administered for both the

control group and the experimental group. The mean score for the control and the

experimental were found to be 6.200 and 7.725 respectively and the p-value for t-test

for equality of means was found to be 0.000 which was less than the α-value of 0.05

(see Appendix V(c) Tables 6.11 and 6.12). This indicated that there was a significant

difference between the mean scores of the control group and the experimental group in

favour of the experimental group. It indicated that, the IO-IA model impacted positively

on the teaching and learning of PDEs. The results after the second phase informed the

researcher the need to have equity in terms of performance when putting the students into

the two groups: control and experimental.

The third and final phase of the implementation of the IO-IA model was conducted and

a test was administered after. The analysis (see Appendix V(c) Table 6.13 and 6.14)

indicated the mean score of 4.60 for the control group and 7.45 for the experimental

group. And the p-value (2-tailed) for t-test for equality of means was 0.000 indicating

a significant difference between the mean scores of the two groups. It was therefore

established that the IO-IA model have significant and positive impact on the performance

on teaching and learning of PDEs as far as the pilot study was concerned.

The pilot study informed the researcher of the following:

1. The grouping of the students into control and experimental groups should be done

in such a way that the academically good students should not be placed in one

group. For this reason, the grouping was done by ranking the students according

to their scores and students with the even number positions formed one group and

those with the odd number positions formed the other group in the main study.

2. It was realized in the third test that the mean difference between the control and

the experimental group was bigger as compared to tests 1 and 2. That is, as the

study progresses in terms of difficulty level, the performance of the students in the

experimental group got better which may be attributed to the application of the
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IO-IA. For this reason, in the main study the control and the experimental groups

was done on rotational basis between the two groups for the study. This was an

ethical decision which was to make sure that all students benefit from the IO-IA

model. It was important because the course, PDEs, was a graded course in that

semester in the academic years and so any deficiency in the instructional delivery

would affect their actual performance.

3. It was also realized that, some students wanted to switch groups, that is, move from

the control group to the experimental groups especially. To avoid such actions

which would negatively impact on the main study, the rotation of the control and

the experimental groups between the two groups helped to minimize the practice.

Apart from the observations above, the pilot study helped the researcher to identify some

of the challenges associated with the implementation of the IO-IA model as well as factors

like instructional strategies, computational ability, teaching-learning materials and so on

affecting teaching and learning of PDEs.

3.11 Scoring of Test Items and Interview Recordings Process

In the main study, the test items were marked and scored by the researcher. The researcher

was interested in the methods or approaches used, the explanation of the concepts, the

reason for the concept used, the interpretation of the solutions and the graphical

representation of the solutions. So, care was taken to mark and score so that several

aspects of students conceptual understanding was ascertained. The Interview was recorded

and transcribed by the researcher. Five students were interviewed after each stage of the

implementation of the IO-IA and so 30 students were interviewed for the whole studies,

that is, 15 per academic year (see Appendix VI for the interview guide).
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3.12 Data Analysis Procedures

In analysing the test scores, both descriptive and inferential analysis were done on the

results from the test conducted on both groups at each stage. The analysis was done

phase-wise since there was rotation of groups at every phase of the instructions in terms

of the control and the experimental group (see Table 3.4). For this reason, the analysis

could not have been done at the end of the entire treatment but a total analysis was done at

the end of each phase. The generalization of the conclusion was drawn on how consistent

a particular group in terms of the control or the experimental performs at the end of each

phase performed. At each phase, an independent sample t-test was conducted to test

the difference in means of the two categorical groups. After that, the effect size was

calculated to determine the size of the difference.

In order for the independent sample to be valid, the following assumptions underlying the

independent sample t-test were tested:

1. The dependent variable should be measured on a continuous scale (that is, it is

measured at the interval or ratio level).

2. The independent variable should consist of two categorical, independent groups.

3. There should be independent observations, which means that there should be no

relationship between the observations in each group or between the groups themselves.

4. There should be no significant outliers.

5. The dependent variable should be approximately normally distributed for each

group of the independent variable.

6. The variances should be homogeneous.

The effect size was also computed to determine the size of the difference between the

means of the experimental group and the control group using Cohen’s d. An effect

size is the difference between two means (e.g. treatment minus control) divided by the
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standard deviation of the two conditions (Cohen, 1990; Fritz et al., 2012). Effect size

allow researchers to move away from the simple identification of statistical significance

toward a more generally interpretable, quantitative description of the size of an effect

(Fritz et al., 2012).

The interview was also conducted phase-wise. That is, after every phase of the intervention,

an interview was conducted on randomly selected five students. With the permission

of the participants, the original interview was audio-recorded. In the analysis of the

interview, the following steps were taken:

1. The recorded audio was transcribed.

2. The transcripts were read and notes about first impression were made. The transcripts

were then re-read one after the other and line by line.

3. Relevant pieces such as words, phrases, sentences or sections were labelled. The

labels were about actions, activities, concepts, differences, opinions, processes or

any relevant information. This is referred to as coding/indexing. To determine how

relevant a certain information is, the researcher considered the following:

(a) Is the information repeated in several places or respondents?

(b) Does it surprise the researcher?

(c) Was it insisted by the interviewee?

(d) Have the researcher read about it on any article or published report?

(e) Does it reminds the researcher a certain theory or concept?

(f) Is it superficial or conceptualization of an underlying pattern?

4. The researcher made sure there was no bias in the coding process. The opinion

of the participants was accepted and every relevant statement or response by the

participants were recorded without the researcher’s personal interpretation.

The researcher then decided which of the codes was very important and categories were

created to put several codes together in themes. Important codes were then grouped and
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the data conceptualized. The categories were then labelled and the relevant ones were

considered. Their connections with each other were found and the results were put into

tables and discussed. The interview data were collected at the end of each phase in the

two academic years.

In the case of the observations, the challenges observed were noted at every phase of the

study but were put together and added to those observed during the pilot study. This was

also done phase-wise as was done on the test and interview.

3.13 Implementation of the Inquiry-Oriented Instructional

Approach (IO-IA)

3.13.1 Background of IO-IA in Lesson Delivery

Students are involved in more than listening and reading during lesson delivery. They

develop skills, analyse and evaluate evidence, experience and discuss, and talk to their

peers about their own understanding of the subject matter. Students work collaboratively

with others to solve problems and plan investigations. When active, collaborative learning

is directed toward scientific inquiry, students succeed in making their own discoveries.

They ask questions, observe, analyse, explain, draw conclusions, and ask new questions.

These inquiry-based experiences include both those that involve students in direct

experimentation and those in which students develop explanations through critical and

logical thinking.

The study as stated earlier, was conducted in two academic years: 2016/2017 academic

year and 2017/2018 academic year. Before the implementation of the treatment on each

academic year, the students were put into two groups: group 1 and group 2. The students

were made to understand the purpose of the study and were informed that, at each phase

of the implementation, one group would be considered the control group while the other
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would be the experimental group but will be done on rotational basis. That is, on the first

phase of the treatment, one group was made the control group while other was made the

experimental group. On the second phase, the group which was made the control group

was then made the experimental group and vice-versa. This arrangement was put in place

to reduce or minimize the rate at which students change groups and as such ensure the

independence of the two groups. Another purpose for the rotation of groups was an

ethical decision. The researcher made sure that every student benefited from the model

since PDEs was their course of study for that semester. It also helped the researcher to

establish that the performances of the students were improved due to the Inquiry-Oriented

Instruction Approach (IO-IA) used. The study was conducted on two topics:

1. First-Order Partial Differential Equations and their applications.

2. Second-Order Linear Partial Differential Equations and their applications.

The same topics were repeated for both academic years. This was done to establish the

consistency of the IO-IA. The topic for the first and second stage of the implementation

was ”First-Order Partial Differential Equations” and was limited to equations involving

two independent variables. That of the third stage of the implementation was Second-order

partial differential equations. The implementation of the treatment was done phase-wise

because of the rotation of the groups in terms of control and experimental group. Teaching

Partial Differential Equations (PDEs) comes with great difficulties and as such inclusion

of interactive visualization went a long way to explain the concept to the students.

3.13.2 Stage 1 of the Implementation

Topics: First Order Partial Differential Equations and their classification.

Applications: GeoGebra, MATLAB/Octave

In the first phase, group 1 was made the control group and group 2 was made

the experimental group. Group 1 during the first phase was taught by the traditional
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method while students in group 2 (the experimental group) were instructed using the

inquiry-oriented instruction approach (IO-IA). All activities and lesson plans for the

experimental groups were implemented by considering stages of 5E learning cycle model

proposed by Bybee and Landes (1990).

Engagement Phase

The objectives of this phase were to

• access the students’ prior knowledge and connect the current subject matter to their

past knowledge

• arouse the students’ curiosity and generate their interest in PDEs

• determine how students can make scientific inquiry

• encourage the students to raise their own questions about the process of scientific

inquiry

• encourage students to share and compare their ideas with their peers

• set the parameters of the students’ focus

• enable the instructor to assess what students do or do not understand about the

stated outcome of the lesson

The researcher’s main focus was for the students to essentially deduce several key

mathematical ideas and methods for analysing and solving first-order partial differential

equations. For this reason and many more, functions of several variables were reviewed.

According to Joseph (2008), solution of linear, constant-coefficient PDEs requires the

basics of multi-variable calculus. Students used computer applications to graph and

compare functions of one and two variables. For example, the graphs of g(x) = x2

and f (x,y) = x2 + y2 were compared and discussed among students (see figure 3.1). In

summary, the students were able to explain that, the graph of the function f (x,y) = x2+y2

was a solid (cone) while that of the function g(x) = x2 is a line (parabola).
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Figure 3.1: Graphs of g(x) = x2 and f (x,y) = x2 + y2

Also, the graphs of f (x) = |x| and g(x,y) = |x+ y| was compared and discussed among

students (see figure 3.2). The students were able to conclude that functions to single

variables are lines while those of two variables are solids or surfaces.

Figure 3.2: Graph of f (x) = |x| and g(x,y) = |x+ y|

In order to further generate the interest of the students, the importance, meaning and

application of differentials were discussed with them. This was followed by revision of

derivatives and integrals of functions of two variables and their geometrical interpretation.

Sketches/graphs, videos and simulations were used for demonstration using computer

applications. This was followed by revision of Ordinary Differential Equations (ODEs).

Classification of ODEs followed by geometrical interpretation of solutions of ODEs were

reviewed and was linked to PDEs. The various applications of ODEs were also discussed.
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Students’ prior knowledge on partial derivatives of functions involving two variables were

reviewed. The geometrical interpretation of partial derivatives was reviewed and was

eventually linked to partial differential equations (PDEs). This served as the students’

entry point to partial differential equations. After several discussions and deliberations

the students concluded that the function z = f (x,y) geometrically represents the surface

S (the graph of f ) and the partial derivatives fx(x,y) and fy(x,y) at a point (a,b) can be

interpreted as the slopes of the tangent lines at the point P(a,b,c) to the traces C1 and C2

of S in the planes y = b and x = a as shown below in Figure 3.3.

Figure 3.3: Partial Derivatives of f at (a,b)

The students discussed the main difference between ODEs and PDEs. After the revision

of classification of ODEs according to the order and linearity, students were given a list

of ordinary differential equations to classify and the ideas were linked to the classification

of partial differential equations.

Exploration Phase

The main purpose of the exploration phase was to guide the students to experience key

concepts, discover new ideas or skills, probe, inquire and question experiences, examine

their thinking and establish relationship and understanding. This phase incorporated the

inquiry-oriented instructional approach (IO-IA) in the lesson delivery. At the engagement
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phase, students were made to

a. interact with materials/applications and ideas through classroom and small group

discussions.

b. consider different ways of solving problems in order to discover new skills.

c. acquire common set of experiences so that they can compare their results and ideas

with their peers which lead to probing, inquiring and questioning of their experiences.

d. observe, describe, record, compare and share their ideas and experiences so that they

can examine their thinking.

e. express their understanding of testable questions and scientific inquiry which help

them to establish relationships among variables and understanding of concepts.

The exploration activities were in line with Gagne (1977) studies on learning which says

”learner must be exposed to persuasive arguments in order to be able to learn attitudes and

must have a chance to practice new solutions”. The lessons were delivered as follows:

Activity 1: Formation of First-Order PDEs

The following geometrical problem questions were raised by the instructor. The purpose

was to introduce the students to the methods of forming partial differential equations.

1. Show that the tangent plane to the graph u= u(x,y) at any arbitrary point (a,b,u(a,b))

which passes through the origin is given by the PDE aux +buy−u = 0.

2. Show that the set of all spheres with centres on the z-axis is characterized by the

first-order PDE yzx− xzx = 0.

3. Form a first-order PDE for all surfaces described by an equation of the form u =

f (x2 + y2) where f is an arbitrary function.

The first question served as a guide which helped the students to ascertain that, the

equation of tangent plane is characterized by first-order partial differential equations.
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Students used their previous knowledge on tangent plane to a surface at a point (a,b,u(a,b))

and is given by

ux(a,b)(x−a)+uy(a,b)(y−b)− (u−u(a,b)) = 0

Students solution is summarized as follows:

Since the plane passes through the origin (0,0,0), the equation of the tangent plane is

given by

−ux(a,b)a−uy(a,b)b+u(a,b) = 0

This gives

aux +buy−u = 0 (3.1)

Equation (3.1) is a first-order partial differential equation.

The second question was used to introduce the students to the formation of PDEs by

elimination of arbitrary constants. For the second question, the solution in summary were

presented as follows:

Since on the z-axis, the values of x and y are zeros and any point on the z-axis is of the

form (0,0,c) where c is a real number on the z-axis, the equation of the sphere is given

by

x2 + y2 +(z− c)2 = r2 (3.2)

where r is the radius and r and c are arbitrary constants and they represent the set of

all spheres whose centres lie on the z-axis. Taking the derivative of equation (3.2) with

respect to x, we have

2x+2(z− c)
∂z
∂x

= 2(x+(z− c)zx) = 0 (3.3)

Differentiating with respect to y, we have

2y+2(z− c)zy = 0 (3.4)
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Eliminating c from both equations gives

yzx− xzy = 0 (3.5)

which is also a first order PDE.

The third question was used to introduce the students to the formation of PDEs by

elimination of arbitrary functions. For the third question, the students assigned w =

x2+y2 so that u= f (w), then ux = 2x f ′(w) and uy = 2y f ′(w), where f ′(w) =
d f
du

. Making

f ′(w) the subject in both partial derivatives and eliminating f ′(w), they have

ux

2x
=

uy

2y

2yux = 2xuy

and this gave

yux− xuy = 0 (3.6)

which again is a first-order PDE similar to equation (3.5). The instructor then summarized

the finding as follows: First-order PDEs can be formed either by eliminating arbitrary

constants or arbitrary functions. After students have gone through these activities in the

formation of PDEs, prediction task was then given. This task was given to students to

verify how application of conservation principles often yields a first-order PDEs.

Activity 2: The Prediction Task (The Traffic Flow)

The prediction task was based on theory of traffic flow invented by Sir James Lighthill

and G. B. Witham in Manchester in 1955. See appendix II(a) for details of the prediction

task at page 215. In the task, we imagine a number of cars on a particular stretch of road

and proceeded as follow:
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Let x be the distance along the road. Note that, the road may not necessarily be a straight

line. Given that the traffic density ρ(x, t) on the road is defined as the number of cars on

the road per unit distance at a point x and time t, the traffic density function was deduced.

Figure 3.4: Cars on Road

The instructor through inquiry-oriented questions and with provision of minimal explanation

and insight on some theorems of calculus, guided the students in the task of mathematization.

The students were able to model the traffic density function which is a first-order partial

differential equation which is given by

ρt + f ′(ρ)ρx = 0

where ρ is the traffic density, t is the time and x is distance along the road. The students

therefore were able to establish the application of differential equation traffic flow. Students

were put in groups and were tasked to look at the transport equation. Students were

guided to understand the concept of first-order PDEs using their previous knowledge on

first-order ODEs.

Explanation Phase

At this phase, students previous experiences were connected to the new subject matter and

the conceptual sense of the main ideas of the module was made. New terminologies and

scientific terms were introduced and explained. In the classification of first-order PDEs,

further explanation and classifications were discussed with the students. The students
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were first allowed to categorized a list of first order PDEs into linear and non-linear

equations. They were then asked to determine where the non-linearity of the non-linear

PDEs and group them according to that. The students were finally able to put the non-linear

PDEs into three categories:

i. Those in which the non-linearity is on the unknown functions but not on the derivatives

of the unknown functions,

ii. those whose non-linearity is not on the derivative of the unknown functions but it is

either due to the fact that there is a product of the unknown function and its derivative

and

iii. finally those in which the non-linearity is on the derivative of the unknown function.

Examples of some of the first-order PDEs which were put in category (i) are follows:

xux + xyuy = u2− x2

(x2−1)2ux +(y−1)2uy = sinu

ut + xux + eu = 0

Samples of the first-order PDEs which were put in category (ii) are as follows:

x(y2 +u)ux− y(x2 +u)uy = (x2− y2)u

uux +uy +u2 = 0

(y3−u2)uy− xyux = xu

And finally, samples of the first-order PDEs which were put in category (iii) are as

follows:

u2
x +u2

y = 3

uxuy + xuy−1 = 0

lnux +uy = eu

86

University of Education, Winneba http://ir.uew.edu.gh



After this, the technical terms for the various categories which the students put those

equations were then supplied and explained by the instructor. The following explanations

were given:

1. The set of non-linear equations that were placed under category (i) above are said

to be semi-linear. They are equations of the form

a(x,y)ux +b(x,y)uy = f (x,y,u)

In this equation, the coefficients a(x,y) and b(x,y) are independent of the unknown

function u but the function f is dependent on the unknown function u.

2. The set of non-linear equations that were placed under category (ii) above are said

to be quasilinear. They are equations of the form

a(x,y,u)ux +b(x,y,u)uy = f (x,y,u)

In this equation, the coefficients a and b are dependent on the unknown function u

but the function f may or may not be dependent on the unknown function u.

3. The set of non-linear equations that were placed under category (iii) above are said

to be fully non-linear. They are fully non-linear because they are not linear in the

highest derivative, which is the first derivative.

Computer application and web resources for simulation of differential equations were

introduced for students to get a better understanding of the new concept. Applications

like, GeoGebra and MATLAB were used to further explain the solutions to differential

equations. Students used GeoGebra to plot the solutions of the partial differential equations.

Elaboration or Extended Phase

At this phase, what is learnt is applied to a new similar situation, explored concepts are

extended and explain and new understanding is communicated using the formal language

or terms.
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Evaluation Phase

This phase was used to assess student’s understanding of the concept of first-order PDEs.

The assessment includes self-assessment, peer assessment and teacher-made test. Students

were allowed to demonstrate understanding of the concept of the new concept by

observation or open-ended response. The assessment required students to show evidence

of their understanding so they were instructed to provide reasons for every step they take.

See appendix I(d) for teacher’s assessment test.

3.13.3 Stage 2 of the Implementation

Topics: Finding solution (general and particular) to first-order PDEs and their

geometrical interpretation.

At this stage, group 1 was made the experimental group and group 2 was made the control

group. Before, the commencement of this lesson, the lesson on introduction of differential

equations and first-order partial differential equations was reviewed. This was done so

that, the group 1 students who went through the same topics but with traditional teaching

will be at the same page with the group 2, who were the experimental group during stage

one.

Engagement Phase

At this phase, students’ prior knowledge on first-order partial differential equations were

reviewed as well as the classification of these equations. Student’s prior knowledge on

vectors was also reviewed. This was then followed by a review on their knowledge on

directional derivatives. Hands-on activities on verification on formation of PDEs from

functions of two variables were given.

88

University of Education, Winneba http://ir.uew.edu.gh



Exploration Phase

At this phase, students were given a hands-on activity (see Activity 1 of Appendix II(b)).

The objective of the activity was to introduce them to geometric method of finding solution

to first-order partial differential equations with constant coefficients. The activity helped

the students to understand that the quantity aux + buy is actually a directional derivative

of the function u in the direction of the vector V = ai+bj. Students through the activity

were able to established that the partial derivative ux is a directional derivative in the

direction of the unit vector i and the partial derivative uy is a directional derivative in the

direction of the unit vector j and so, the quantity ux+uy is the directional derivative of the

resultant vector in the direction of the unit vectors i and j. And so, the quantity aux +buy

is a directional derivative in the direction of the vector V = ai+bj.

The second activity (see Activity 2 of Appendix II(b)) was used as a drill for student to

verify the solutions to simple PDEs. So students were asked to find partial derivatives

of some given functions of two variables. They were then asked to reverse the process

in order to find the functions. Different initial conditions were given to get different

particular solutions. These helped the students to establish the relationship between

partial differential equations and their solutions and also determine the nature of general

solutions as compared to particular solutions. Geogebra was used to animate the effect of

different initial conditions on the graphs of the solutions of the PDEs.

Activity 3 was designed for the students to discuss and explain the geometrical interpretation

of first-order linear partial differential equations with constant coefficient and to established

the solution of a first-order PDE of the form aux + buy = 0. The students were able to

established that the equation ux = 0 means the rate of change of the function u in the

direction of the unit vector i = (1,0) which is parallel to the x-axis is zero. Similarly,

students were able to established that, the rate of change of the function u in the direction

of the unit vector j = (0,1) which is parallel to the y-axis is zero. They were able to write
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the mathematical statement for both equations using the dot product as

ux = (1,0) · (ux,uy) = 0

uy = (0,1) · (ux,uy) = 0

In the final analysis, even though students were able to predict that the solution of the

equation aux + buy = 0 is a constant, they had some challenges in coming out with the

general solution. But through the guidance of the instructor and revision of their prior

knowledge on vectors which were orthogonal to other vectors, they were able to deduce

that the vector (b,−a) is orthogonal to the vector V, the resultant vector shown in Figure

6.1 at page 218. It was established that the lines parallel to the vector V have the equation

bx−ay= constant and these lines are called characteristic lines. And since the solution is

constant in each line, and the solution u(x,y) depends on bx−ay only, the solution u(x,y)

of the equation aux +buy = 0 is given by

u(x,y) = f (bx−ay)

where f is any arbitrary function of one variable. The solution u(x,y) = f (bx− ay) is

called the general solution of the partial differential equation of the form aux + buy = 0.

Students then solved the problems in activity 4 of appendix II(b).

The students were again taken through activities, which were in the form of questions,

for finding solutions to quasilinear first order differential equations. They were guided to

investigate the geometrical content of a first-order quasilinear partial differential equation

and hence deduce the general solution (see Appendix II(d)). Students were again taken

through the method of finding solution to first-order PDEs with variable coefficients using

the method of characteristics.
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Explanation Phase

The instructor, through the students’ prior knowledge on vector algebra and gradient

vectors and directional derivatives, guided the students in to deduce the characteristic

equation for finding the solution to the given first-order partial differential equation.

For details of the instructor’s explanation, go to the Instructor’s Explanation section of

Activity 1 in appendix II(c). The entire explanation was not given at the end of the

activity but were given as the need arose during the entire activities. The explanation was

used to connect prior knowledge and background to the new discoveries. They were also

used to communicate new understandings as well as the connection of informal language

or terminologies to the formal language or terminology.

Elaboration Phase

At this phase, students were guided by the instructor to apply the various techniques

acquired in new concepts. For example, the results involving the characteristic equation

in solving quasilinear PDEs was extended to linear and semi-linear PDEs including those

with constant coefficients and variable coefficients. Students were encouraged to use

terms and definitions appropriately in their interpretation of solutions to differential

equations. More problems were given to students to solve.

Evaluation Phase

At this stage, students were guided to explore the new concepts and skills in solving

different problems. Students went through graphing of solutions and give geometrical

interpretation of solutions to some given PDEs. Students were then assess with a written

test. For the test questions see appendix I(e).
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3.13.4 Stage 3 of the Implementation

Topic: Second-order PDE and its applications.

Tools: GeoGebra, MATLAB and Microsoft Excel

Experimental Group: Group 2

Control Group: Group 1

Before the commencement of this phase, a review of the methods of finding solutions

to the first-order PDE and their geometrical interpretation was done. This put the

experimental group who were the control group in the previous stage to be on the same

level with the control group (group 1) who were the experimental group. This was done

to make sure the students have all the necessary previous knowledge needed for the next

topic.

There are several methods of solving second-order differential equations and it all depends

on the type of PDE. The most common approach to the solution of second-order linear

PDEs according to Myers, et al (2008) is the technique of separation of variables. This

stage of the study covered the derivation of the heat and wave equation and the solution

to these equations. It has been noted from several writers of PDEs like Strauss(2008) and

Myint-U and Debnath (2007) that separation of variables leads immediately to boundary-value

problems and Fourier series. Therefore, it is the instructors’ decision to either start with

separation of variables followed by Fourier Series or vice-versa when taking the standard

approach to PDEs. This most of the times, possess match difficulties during teaching and

learning. The series of formulas in the solution process in PDEs alone dumps the interest

of the students in learning such important area of mathematics. The researcher therefore,

at this stage, used modelling approach in the derivation of heat and wave equations and

combined both analytical and numerical approach in finding solution to these equations.

The lesson as usual began at the engagement phase using the 5E-learning cycle approach.
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Engagement Phase

Students first brainstormed on the importance of second-order differential equations using

the various applications of the equations. The classical second-order equations commonly

known as the ”Big Three PDEs” (the heat equation, the wave equation and the Laplace

equation) was used to generate the interest of the students because of their numerous

applications in real-life. Students previous knowledge on both first-order PDEs as well

as the second-order ordinary differential equations were also reviewed. Students reviewed

their prior knowledge on formation of second-order PDEs from functions of two variables.

Students were given functions like u(x,y) = sinxy to form one-dimensional and

two-dimensional equations.

Exploration Phase

In this phase, students explored the derivation of heat and wave equations and looked at

the use of Laplace transform in finding analytical solutions to PDEs. Numerical approach

using Microsoft Excel was also implemented and graphs were drawn using GeoGebra. At

some point, the modelling served as a motivating factor of the students while serving as

the application of the second-order linear PDEs. In some cases, ample time was given to

students to discover the strategies by themselves while some cases instructions, directions

or guidance was included.

Two modelling activities were undertaken by the students: Heat conduction in a thin rod

(see Appendix III(b)) and Wave equation in a string (see Appendix III(c)). In the case of

solution to second-order linear PDEs with constant coefficients, students were introduced

to Laplace transforms and were guided on the use of the Laplace transform in finding

analytical solution to second-order PDEs. In addition to that, numerical approach using

Microsoft Excel to find solution to the heat equation was implemented (see Appendix

III(d)). Graphs of heat distribution in thin rod was plotted from the results obtained from

Microsoft Excel at different times to investigate the heat distribution. For the students to

acknowledge the behaviour of the general solutions as the constant is varied, GeoGebra
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was used to crate animations for the students to explore the behaviour of the graph of

the solution. Throughout the activities in the modelling process, students were allowed

to feel the uncertainty of the moment in which small and cautious steps of which may or

may not be right must be taken. This was done on group bases for the students to be able

to share ideas and test their assumptions as well as criticize them as well.

The instructor’s responsibility was that of a facilitator. Even though laboratory to carry

out an experiment for students to have the real-life feel of the activity was not available,

all the necessary teaching/learning materials was provided with the necessary guidance.

Students were provided with pre-requisite information and the relevant previous knowledge.

Some of the extensions of the models under consideration were given to the students as

homework.

Students in the cause of the model were asked good-inquiry oriented questions relevant

to the study such as ”what ... if?” questions. Students were guided to flow from physical

phenomena to equation formulation, to numerical solutions and then to analytic solutions.

In this process, students gained ownership and clear understanding of concepts which led

to the formulation of the models/equations. Solution strategies and interpretations were

guided by the instructor. Graphical solutions were further used to compare the analytical

solutions (see Appendix III(d) and III(e)).

Explanation Phase

At this phase, students were encouraged to explain their findings and models. They were

also guided to classify the resulting equations and the two strategies were adapted in

the solutions of these equations. Terms and concepts associated with their findings were

explained by the instructor. Definitions and theorems were also provided to the students

and questions were raised to further clarify the students understanding of concepts. Graphical

representation of solutions was used to further explain the concept. Numerical and analytical

solutions were compared and discussed.
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Elaboration Phase

Students at this phase were guided to use the concept gained to solve other second-order

PDEs including linear PDEs with variable coefficients. Students were also encouraged to

use terms and definitions previously acquired. The concepts acquired were further applied

to new problems and students were encouraged to apply both numerical and analytical

solutions followed by graphical representations.

Evaluation Phase

Apart from observation of students’ behaviour, contributions and explanation of concepts,

students were given problems involving applications of second-order PDEs to solve to

access their level of understanding (see Appendix I(f) for the test).

3.13.5 Summary of Implementation of IO-IA

At the engagement phase, students’ interest was generated, their prior knowledge was

assessed which established connection between their past knowledge and the partial

differential equations. The parameters of their focus were also set and these ideas were

framed which prepared the students for the new concepts.

At the exploration phase, which is the phase where the IO-IA was actually implemented,

students were guided to experience new concepts and discovered new skills.

Their experiences were probed, inquired and questioned. Their reasoning ability were

examined and relationships between variables which were in play were established.

Students reasonable responses to inquiry questions were accepted and modify where

necessary.

The explanation phase was started with connection of prior knowledge to new discoveries.

New understanding and concepts were communicated. Informal and formal languages

(terms, definition and theorems) were connected. Questions for clarification and
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justification of concepts and ideas were asked by the instructor and all reasonable responses

with modifications/corrections were accepted.

At the elaboration stage, application of new concepts gained were applied to knew or

similar situations. Concepts being explored were extended and explained by students.

Students were encouraged to use new terms and definitions previously acquired. In all

cases, observations, explanations and solutions were recorded for further interrogation

and usage.

Finally, concepts learnt were assessed. The assessment included self, peer and teacher

assessment. Understanding of new concepts were demonstrated by observation or

open-ended responses. The evaluation was done phase-wise. At the end of each phase of

the model implementation, the students were assessed. The confirmation test tested two

areas: method used in solving the problem and application of concept.
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Chapter 4

RESULTS/FINDINGS

4.1 Overview

This chapter presents the data obtained from the study, the analysis of the data and the

results and findings from the study. Each research question was analysed and discussed

in order to identify the factors affecting teaching and learning of PDEs, to investigate the

impact on the use of the IO-IA in the teaching and learning of PDEs and to identify the

challenges associated with the use of the IO-IA in the undergraduate level.

4.2 Demographic Characteristics of Respondents

Two level 400 groups in two consecutive academic years (2016/2017 and 2017/2018)

were used as a sample for the study. Table 4.1 indicates the number of students per

academic year.

Table 4.1 Sample for the Study

Male Female Total

Academic Year N % N % T %
2016/2017 191 87.61 27 12.39 218 54.5
2017/2018 164 90.11 18 9.89 182 45.5
Total 355 88.75 45 11.25 400 100.0

As indicated in Table 4.1, a total of 400 students comprising of 218 students in the

2016/2017 academic year and 182 students in the 2017/2018 academic year. Out of

the 400 students, 355 students (88.75%) were males while 45 students (11.25%) were

females. In the 2016/2017 academic year, out of a total of 218 students, 191 students
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(87.61%) were males while 27 students (12.39%) were females. In the 2017/2018 academic

year, out of a total of 182 students, 164 students (90.11%) were males while 18 students

(9.89%) were females.

Even though Gunaseelan and Paxhanivelu (2016), Belhu (2017) and Kiwanuka, et al

(2015) considered gender as a factor affecting teaching and learning of mathematics, the

results from the study revealed otherwise. When the students were asked about the effect

of gender on teaching and learning, some of the responses were as follows:

Respondent 1 (Female)

Interviewer:Does your gender have influence on your mathematics learning ability?

Respondent: No sir, gender is not the issue at all. After all, somehow we the ladies have

been performing better than some of our male counterparts.

Respondent 2 (Male)

Interviewer: Does your gender have influence on your mathematics learning ability?

Respondent: No, sir. Some of the female students are even better academically than we

the males. So, gender does not even come in this situation.

4.3 Factors Affecting Teaching and Learning of PDEs

Research Question 1: What factors affect teaching and learning of partial differential

equations (PDEs) and the challenges associated with these factors in the undergraduate

level?

Research question one sought to find the factors that affect teaching and learning of

PDEs in the undergraduate level. Observations, interactions with the participants and

the interviews conducted after the treatment was used to identify the factors affecting

teaching and learning of PDEs. The diagnostic test conducted also helped the researcher

to identify the factors that affect teaching and learning of PDEs. The factors identified

were categorized into four: pedagogical factors, conceptual factors, technological factors
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and modelling factors. The pedagogical factors include instructional strategies and methods,

motivation and socio-economic factors. The conceptual factors include the students’

ability to recall some pre-requisite knowledge and computational ability. The modelling

factors include comprehension, computational ability and computer applications

to mathematics and the technological factors include the availability of ICT tools and

computer application for mathematics. Sample of the interview and their responses on

the pedagogical factors are as follows:

Interviewer: Are you affected by the instructional strategies and methods I employed

during your lessons on PDEs?

Respondent: Yes. The way you teachers teach have affected our way of understanding

what you are teaching us a lot. The way you go about your teaching and the kind of

strategies you use in your presentation has a lot to do with our understanding of the

topic. Sometimes, some of the things are too abstract and we can’t get the head and tail

of it.

Interviewer: Comparing the traditional teaching method you were going through to this

instructional approach, which of them will you prefer and why?

Respondent: You taught us ODEs, if the way you are teaching now was the way you

taught us ODEs, I believe I could have scored ’A’ straightaway. This method even though

is slow is far better than the traditional method. Here we get to know the application of

what you teach us and this even motivates to get ready to learn. The way the teaching was

done and the activities we went through to get the equations out of the real-life situation

gave me a clear understanding of partial differential equations. Most especially, the

explanation that followed after we struggled to come with the equations gave me a clear

picture of what is happening. I wish all lessons will be taught through this approach.

Interviewer: What are some of the challenges you faced if the instructional strategy used

by the teacher is not good enough?
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Respondent: We find it difficult to understand what the lecturer is teaching and so it

demotivates us. Because of that, we most of the time perform poorly during quizzes and

exams and when it comes to application of concepts in real-life situations, it gets worse.

Interviewer: Does motivation affects teaching and learning of PDEs?

Respondent: We were well motivated when we realized the importance of some of these

partial differential equations in our day to day activities. I never realized that most of the

things I do every day has partial differential equations embedded in it. It highly motivated

me during the course of the study and have really influence my studies. The videos and

the simulations even motivated us even more. At least we got to know that we were not

studying these complex and difficult courses for nothing. We realized its application is

within us. Our mobile phones, how the FM stations determine how long their radio

stations will cover and so on.

Interviewer: How were you motivated?

Respondent: It began with when you began showing us the importance and

application of the PDEs in real-life application. And the videos you show us about all

these applications really served as a stimulation and for me in particular, it emotionally

affected me. I must say that, your cordial relationship before, during and after lectures

also motivated us a lot. In some cases, in some of lessons, the presence of the lecturer

along demotivates you.

Interviewer: Can you think of any other factor that affects your understanding of lessons

you take in the lecture hall?

Respondents: Hmm, sir, one of the things nobody seems to look at is how we come to

school.

Interviewer: What do you mean by that?

Respondent: Sir, sometimes we come to school with empty stomach. Our parents do not
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have enough money for us as ’chop’ money. So, we sometimes loose concentration in the

lecture hall and this affects our studies. As others are thinking of what you are teaching,

we are thinking how we are going to eat. I hope the university is like secondary school

where we go for dining. This economic hardship is killing us.

Interviewer: So, you mean financial constraints is also a factor?

Respondent: Yes sir.

Sample of the interview and their responses on the conceptual factors are as follows:

Interviewer: Does your ability to recall and apply pre-requisite lessons like calculus and

ODEs affect the way you understand the PDEs lessons?

Respondent: I believe one of our problems is that, we have forgotten almost all that we

learnt in the previous semesters. We’ve forgotten most of the things [courses] we learnt in

ODEs, calculus 1 [differential calculus] and calculus II [integral calculus]. We have also

forgotten most of the things [courses] we learnt in algebra, trigonometry and introductory

analysis.

Interviewer: What is or are the causes of your forgetfulness?

Respondent: All this is because we learnt them long time ago. We also left school for

internship for 4 months and we did not have time to go back to our books. I think if we

finish all the lectures before we go for our internship program [internship is moved to

second semesters instead of first semester in level 400], we will be able to remember most

of the things we have forgotten. I think it will be a good idea if PDEs follow ODEs in the

next semester.

Interviewer: Are your lessons in PDEs affected by your computational ability? By

computational ability I meant your ability to formulate mathematical formulas and algebraically

manipulate the equations or functions in order to be able to solve them.
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Respondent: We have challenges in re-writing the functions in the way that will make it

easy to solve. We sometimes do not know how to manipulate the functions or re-write them

in equivalent form for their integration to be possible. That is why I most of the time gets

these integrations wrong. For example, the quasilinear differential equation, was very

difficult to solve because we could not realize that we can manipulate it algebraically to

remove some of the variables to make it simple like that.

Sample of the interview and their responses on the Technological factors are as follows:

Interviewer: Is availability of ICT tools a factor that affects you during teaching and

learning of PDEs?

Respondent: It is quite obvious that, the use of computers makes the lesson easy to

understand. The graphs and the animations make the concepts clear. But because of the

inadequate number of computers, we cannot even practice some of the things we know

already and we are unable to practice what you are teaching now. This makes it difficult

when it comes to the use of computers to investigate solutions of functions. I hope there is

enough computers for us to practice. It makes some of us who do not have laptops always

sit and watch those with laptops. Also, programmable calculator you were demonstrating

is also not available. If the spoiled one you talk about, I mean the TI 83, are even working,

it will have helped some of us. This is actually not helping us at all.

Some of the students when asked about their view on the integration of computer tools in

teaching and learning stated:

Interviewer: What about computer applications to mathematics? Do you consider that

also as a factor affecting teaching and learning of PDEs?

Respondent: The computer simulations gave me clear understanding that the

equations I always see as a bunch of functions have real-life applications and are applied

in our daily lives and are used in these emerging technologies. In fact, it helped me to
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understand the concept very well. My only problem is that even though I took a course

on computer tools for mathematics (Octave, GeoGebra and Microsoft Excel), I have

forgotten how to apply or use these software to simulate or draw graphs of functions

and hence my inability to apply them in this situation. The simulation videos and the

videos about the application of these concepts also motivated us. Sometimes, when you

don’t know the use or importance of what you are learning, it becomes annoying but I

think the simulations and the videos served their purposes.

Sample of the interview and their responses on the modelling factors are as follows:

Interviewer: Is comprehension a factor that affects your ability to understand what

you are being taught in PDEs? By comprehension, I meant your ability to read and

understand the problem or tasks given to you.

Respondent: Hmmmm sir, that is one of my biggest problem. Sometimes, by the time I

finish reading the whole question, I have already forgotten what I read initially. Sir, that

is why we most of the time run away from application questions. But with this approach

you took us through I have realized how I have to break the statements into pieces and

take them one by one.

Interviewer: So, it means this semester, you are prepared for application question?

Respondent: Yes, this time I will. I have realized it is not because I am not good at

English language but because I don’t take my time to read through. This time, I will. In

fact, the assignment you gave us, I answered everything by myself before we even met as

a group.

The results from the interview after coding and re-coding is presented in Table 4.2. In

all, eight factors were identified and are presented in Table (4.2) and their associated

challenges are presented in Table 4.3. The
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Table 4.2 Factors Affecting Teaching and Learning of PDEs

Responses
IF NIF

Are you affected by the following factors? N % N %
1. Instructional Strategies and methods 26 86.7 4 13.3
2. Students’ ability to recall and apply pre-requisite knowledge 24 80.0 6 20.0
3. Computational ability 21 70.0 9 30.0
4. Availability of I.C.T. tools 20 66.7 10 33.3
5. Comprehension 19 63.3 11 36.7
6. Motivation 16 53.3 14 46.7
7. Computer applications for mathematics 15 50.0 15 50.0
8. Social-Economic factors (financial constraints) 12 40.0 18 60.0

Keys: IF - In favour, NIF - Not in favour

Table 4.3 Challenges Associated with Factors Affecting Teaching and Learning of PDEs

Factor No. Challenge(s) Associated with Factor

1

a. Lack of conceptual understanding of PDEs.
b. Inability of students to apply concept learnt.
c. Short-term memory on the side of students
d. Poor acquisition of knowledge.
d. Poor students’ performance on PDEs.
f. De-motivation on the side of students.

2 Difficulties in solving partial differential equations.

3
a. Lack of problem-solving skills
b. Ineffective self-instructions

4

a. Inadequate ICT tools
b. Poor state of available ICT tools
c. Lack of hands-on activity
d. Difficulties in using the ICT tools

5
a. Lack of understanding of the problem
b. Student’s inability to interpret and analyse the problem.
c. Lack of self-efficacy.

6

a. Low interest in mathematics.
b. Discouragement.
c. Poor performance
d. Low self-efficacy in Mathematics.

7
a. Inadequate classroom practices.
b. Graphical representation of solutions.

8
a. Lack of concentration
b. De-motivation
c. poor performance

According to the responses from the interview, instructional strategies and methods was

the most influential factor affecting teaching and learning of PDEs and it followed by
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students’ ability to apply pre-requisite knowledge to new subject matter. Other factors

include computational ability, Availability of I. C. T. tools, comprehension, motivation,

students’ ability to use computer tools for mathematics and socio-economic factors

(financial constraints) on the part of the students.

The instructional strategies and methods which is a pedagogical factor includes

instructional approaches and methods used during lesson delivery as well as teaching/

learning materials (TLMs). From the results in Table 4.2, instructional strategies and

methods is the most influential factor among the 8 factors identified. Twenty six out of

thirty respondents (86.7%) considered instructional strategies and methods as a factor

affecting teaching and learning of partial differential equations.

The second most influential factor according to the results in Table 4.2 is students’ inability

to apply pre-requisite knowledge due to forgetfulness. This factor falls under the conceptual

factor. Out of the 30 respondents, 24 (80%) considered this as one of the factors that

influences teaching and learning of PDEs. The pre-requisite knowledge includes students’

previous knowledge on subject areas like ordinary differential equations, differential and

integral calculus, linear algebra, vectors and mechanics and so on.

Computational ability falls under conceptual factors. Out of the 30 respondents, 21 (70%)

of the respondents considered computational ability as a contributing factor to teaching

and learning of PDEs. It is the third most contributing factor according to the results in

learning PDEs. It refers to the students ability to apply some known concepts in other

areas like calculus, ordinary differential equations, linear algebra and the likes to solve

the given problem. The availability of I.C.T. tools is categorized as a technological factor.

From the results, 20 respondents (66.7%) of the respondents considered the availability

of I.C.T. tools as one of the factors affecting teaching and learning of PDEs.

Comprehension was categorized as modelling factor. This is because, students’ ability
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to understand the task is the key to their ability to complete the task successfully.

Comprehension in this study refers to one’s ability to read and understand the problem

presented. Nineteen respondents (63.3%) of the respondents considered comprehension

as one of the factors affecting teaching and learning of PDEs. Motivation was categorized

as a pedagogical factor because it forms part of a teacher’s introduction stage of a lesson.

A good motivation prepares the students to open their minds for learning to take place.

Out of the 30 respondents, 16 (53.3%) of the respondents considered motivation as one

of the factors affecting teaching and learning of PDEs.

Computer application to mathematics was categorized as a technological factor. Fifteen

respondents out the 30 (50%) of the respondents considered the use of computer application

for mathematics as one of the contributing factors. The socio-economic factors were

classified under pedagogical factors. The socio-economic factors in this study refers to

the financial constraints on students and their parents alike. In this study, only 40% of the

respondents considered socio-economic issue as a factor for learning PDEs.

The challenges associated with instructional strategies and methods are, lack of conceptual

understanding of PDEs on the part of the students, the inability of students to apply

concept learnt to other areas, short-term memory on the side of students, poor knowledge

acquisition, poor students’ performance on PDEs also de-motivates students to learn.

Students inability to recall and apply pre-requisite knowledge posed a major challenge

to them when they were required to apply them in solving the differential equations that

emerged out of the models as well as other partial differential equations which were

assigned to them. Most of the students were not able to integrate some of the functions.

Low interest in mathematics, discouragement, poor performance, and low self-efficacy in

mathematics were some of the challenges associated with lack of motivation in students.

Lack of concentration on the part of the students, de-motivation and poor performance

are some of the challenges associated with mathematics students who have financial
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constraints (socio-economic constraints). The challenges students face due to their

computational ability is lack of problem-solving skills and ineffective self-instructions.

Inadequate ICT tools, poor state of available ICT tools, lack of hands-on activity and

difficulties in using the ICT tools were some of the challenges associated with availability

of ICT tools. Lack of relevant computer applications to mathematics possess some

challenges such as inadequate classroom practices and graphical representation of solutions.

The challenges associated with comprehension is lack of understanding of the problem

which hinders the students ability to interpret and analyse the problem and lack of

self-efficacy.

In summary, the study revealed the following as the factors that affect teaching and

learning of PDEs.

• Instructional strategies and methods

• Students’ ability to recall and apply pre-requisite knowledge

• Students’ computational ability

• Availability of ICT tools

• Comprehension

• Motivation

• Computer applications for mathematics and

• Socio-economic factors (financial constraints)

4.4 Impact of the use of IO-IA on Teaching and Learning

of PDEs

Research Question 2: How does the use of inquiry-oriented instructional approach

(IO-IA) impact on teaching and learning of PDEs in the undergraduate level?
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Research question 2 sought to find out the impact of the use of IO-IA on teaching and

learning of PDEs. In order to answer this research question, testing and observation of

students’ performance in specific task in their learning process during the inquiry process

were made. Students performance was measured on both the methods of solving PDEs

and the conceptual understanding of the PDEs. The sum of the scores obtained from these

two aspects forms their total performance. The performance of the control group which

was taught using the traditional or normal classroom teaching and the experimental group

which was taught using the IO-IA was compared using an independent sample t-test. The

independent sample t-test tested the following hypothesis:

Ho : µci = µei for i = 1,2,3

Ha : µci 6= µei for i = 1,2,3

H0: Null hypothesis

Ha: Alternate hypothesis

µci: The population mean of the control group for the ith phase.

µei: The population mean of the experimental group for the ith phase.

The test was carried out with 95% confidence interval. That is an alpha-value of 0.05. In

order for this to be valid, the following assumptions underlying independent sample t-test

were tested:

1. The dependent variable should be measured on continuous scale.

2. The independent variables should consist of two categorical groups.

3. The observations must be independent.

4. There should be no significant outliers.

5. The dependent variables should be normally distributed.

6. The variance should be homogeneous.
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4.4.1 Test for Assumptions Underlying the Independent Sample T-Test

Preamble

In order to effectively use the results from the analysis of the independent sample t-test,

the data must meet the assumptions underlying the independent sample t-test for the

equality of means. A total of 218 students with 109 students in each of the two groups

(control and experimental group) were used for the study in the 2016/2017 academic

year while a total of 182 students with 91 students in each of the groups were used for

the study in 2017/2018 academic year. Three aspects were tested after the treatment in

each of the academic years.: the method the students used in solving the problem, the

conceptual understanding of the concepts of PDEs and the overall performance of the

students. The scores obtained from their methods were termed the ”method scores”, that

obtained from the concepts were termed ”concept scores” and the scores assessing their

total performance which was the sum of the method and concept scores were termed ”total

scores”. Note that to test the significance of an outlier, the mean and standard deviation

method was used.

For all the three phases in both academic years (2016/2017 and 2017/2018), the following

three assumptions were met:

• The dependent variable was measured on continuous scale, (the data were the

scores obtained from test scores).

• The independent variables should consist of two categorical groups. In each academic

year two independent groups (control and experimental) were used for the study.

The two groups were independent because no student belongs to more than one

group. Steps were also taken to ensure no student swap groups or join the other

group.

• The observations were independent. Another instructor was tasked to handle the

control group while the researcher handled the experimental groups during the
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treatment. The observations were also done by the two instructors and were

independently done.

Test for Assumptions on Phase 1 Test Results

During the first phase of the treatment, group 1 was made the control group and group

2 was made the experimental group in both academic years (2016/2017 and 2017/2018).

The following assumptions were verified:

• Outliers: Box plots were plotted for the test scores and the results are shown in

Figures 4.1 to 4.6.

Figure 4.1: Box Plot for Method Scores for Phase 1 (2016/2017)

110

University of Education, Winneba http://ir.uew.edu.gh



Figure 4.2: Box Plot for Method Scores for Phase 1 (2017/2018)

From the box plots for method scores for phase 1 in both academic years, there were no

significant outliers. This indicates that the method scores for both academic years met the

assumption for outliers as shown in Figures 4.1 and 4.2. Similarly to the method scores,

there were no significant outliers for the concept scores for the 2016/2017 academic year

group as shown in Figure 4.3. However, there was one outlier for the concept scores of

the experimental group for the 2017/2018 academic year group as indicated in Figure 4.4.

But the z-score of the outlier is −1.83 indicating that it is 1.8 standard deviations below

the mean. This means it is within 3 standard deviations from the mean and so it is not

a significant outlier according to the criteria defined by Paul et al. (2015). In the case

of the total scores, which is the sum of the method scores and concept scores, there was

one outlier for the control group for the 2016/2017 academic year group with a z-score of

2.7. This means that the score is within 3 standard deviations from the mean and hence

it is not a significant outlier. For the 2017/2018 year group, there was also one outlier

for the experimental group (see Figure 4.6) with a z-score of −3.0 which is 3 standard

deviations from the mean so the outlier was not significant (Paul et al., 2015). So, there

was no significant outliers in the scores obtained for both academic years.
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Figure 4.3: Box Plot for Concept Scores for Phase 1 (2016/2017)

Figure 4.4: Box Plot for Concept Scores for Phase 1 (2017/2018)
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Figure 4.5: Box Plot for Total Scores for Phase 1 (2016/2017)

Figure 4.6: Box Plot for Total Scores for Phase 1 (2017/2018)

• Normality of the Distribution: The next assumption was the need for the dependent

variables to be normally distributed. In this case, the test for normality using the

Shapiro-Wilk test as indicated in Tables 4.4 and 4.5 were followed by the normal

Q-Q plots as shown in Figures 4.7 and 4.8. From the results in Table 4.4 for

2016/2017 academic year, the Shapiro-Wilk test indicates that all the groups have

significant values to be greater than 0.05 for the method scores, concept scores and
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total score. These indicate that the data from both the control and the experimental

groups for all the scores are not significantly different from normality.

Table 4.4 Test for Normality of Phase 1 Test (2016/2017)

Shapiro-Wilk Test
Scores Groups Statistics df Sig.

Method Scores
Control Group 0.983 109 0.172
Experimental Group 0.978 109 0.072

Concept Scores
Control Group 0.982 109 0.143
Experimental Group 0.985 109 0.254

Total Scores
Control Group 0.982 109 0.144
Experimental Group 0.990 109 0.612

Table 4.5 Test for Normality of Phase 1 Test Results (2017/2018)

Shapiro-Wilk Test
Scores Groups Statistics df Sig.

Method Scores
Control Group 0.980 91 0.177
Experimental Group 0.991 91 0.801

Concept Scores
Control Group 0.977 91 0.105
Experimental Group 0.979 91 0.153

Total Scores
Control Group 0.984 91 0.333
Experimental Group 0.990 91 0.745

Similarly, the significant values for all the groups in method, concept and total scores

in the 2017/2018 academic year group are greater than 0.05 (see Table 4.5). This also

indicates that, all the scores for the control and experimental groups in the phase 1 are not

significantly different from normality.
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Figure 4.7: Normal Q-Q Plot of Method Scores for Control Group Phase 1 (2016/2017)

Figure 4.8: Normal Q-Q Plot of Method Scores for Experimental Group Phase 1
(2016/2017)
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Figure 4.9: Normal Q-Q Plot of Method Scores for Control Group Phase 1 (2017/2018)

Figure 4.10: Normal Q-Q Plot of Method Scores for Experimental Group Phase 1
(2017/2018)

Figures 4.7 to 4.10 shows the normal Q-Q plots for the method scores for the control

and experimental group for the two academic years. The plots indicate that the results

obtained for method scores for both groups are close to normality. This confirms the

results obtained from the Shapiro-Wilk test in Tables 4.4 and 4.5. From Table 4.4 the

Shapiro-Wilk test gave a significant value of 0.172 and 0.072 for the control and

experimental group respectively for the method scores in the 2016/2017 academic year. In

the 2017/2018 academic year, the Shapiro-Wilk test gave a significant value of 0.419 and
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0.089 for the control and experimental group respectively. It can therefore, be concluded

that the scores obtained for the method scores in the 2016/2017 and 2017/2018 academic

years are not significantly different from the normal distribution.

Figure 4.11: Normal Q-Q Plot of Concept Scores for Control Group Phase 1 (2016/2017)

Figure 4.12: Normal Q-Q Plot of Concept Scores for Experimental Group Phase 1
(2016/2017)
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Figure 4.13: Normal Q-Q Plot of Concept Scores for Control Group Phase 1 (2017/2018)

Figure 4.14: Normal Q-Q Plots of Concept Scores for the Experimental Group Phase 1
(2017/2018)

Figures 4.13 to 4.14 show the normal Q-Q plots for the scores obtained by the two groups

on concept for the two academic years. From the plots, it could be seen that the scores

are close to the straight line indicating how the data sets are close to normality. Again,

the plots confirm the results obtained from the Shapiro-Wilk test in Tables 4.4 and 4.5.

From Table 4.4, the significant value obtained for the control and experimental group on

concept scores are 0.143 and 0.254 respectively. Since these values are all greater than

0.05 it can therefore, be concluded that the results obtained for the two groups on concept
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scores are not significantly different from normality.

The normal Q-Q plots for the sum of the method and concept scores (total scores) for

2016/2017 and 2017/2018 academic years are shown in Figures 4.15 to 4.18.

Figure 4.15: Normal Q-Q Plot of Total Scores for Control Group Phase 1 (2016/2017)

Figure 4.16: Normal Q-Q Plot of Total Scores for Experimental Group Phase 1
(2016/2017)
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Figure 4.17: Normal Q-Q Plot of Total Scores for Control Group Phase 1 (2017/2018)

Figure 4.18: Normal Q-Q Plot for Total Scores for Experimental Group Phase 1
(2017/2018)

Again, the plots indicate that the total scores obtained for the control and experimental

groups in the 2016/2017 and 2017/2018 academic years are significantly close to normality.

This can be seen from how close the data points are to the straight line. This also

confirms the results obtained from the Shapiro-Wilk test for the 2016/2017 and 2017/2018

academic years (see Tables 4.4 and 4.5). From Table 4.4, the significant values for the

control and experimental groups for the total scores for 2016/2017 academic year are

0.144 and 0.612 respectively and that of the 2017/2018 academic year are 0.33 and 0.745
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respectively. Again, it can be concluded that the sum of the scores obtained from the

test in both academic years for both the control group and experimental group met the

normality assumptions for the independent sample t-test.

• Homogeneity of Variances: The last but not the least is the need for homogeneity

of variances. To test for the homogeneity of variances, the Levene’s test for differences

in variances was conducted and the results is displayed in Table 4.6 and (4.7).

Table 4.6 Levene’s Test for Equality of Variances (Phase 1, 2016/2017)

Scores F Sig.
Method Scores 10.762 0.001
Concept Scores 0.272 0.602
Total Scores 0.000 0.998

From Table 4.6, the method scores have a significant value of 0.001 which is less than the

α-value of 0.05. This means that the variances for the method scores for phase 1 in the

2016/2017 academic year are significantly different and so did not meet the homogeneity

of variance assumption for independent sample t-test. However, the significant value

for the concept scores is 0.602 which is greater than the α-value of 0.05. This shows

that the variances for concept scores for the control and experimental groups are not

significantly different. So, the concept scores met the homogeneity variances assumption

for independent sample t-test. When the method scores and the concept scores were put

together, the significant value was found to be 0.998 which is greater than the α-value of

0.05. Hence the variances for the control and experimental groups are not significantly

different and so the total scores met the homogeneity of variance assumption.

Table 4.7 Levene’s Test for Equality of Variance (Phase 1, 2017/2018)

Scores F Sig.
Method Scores 1.090 0.298
Concept Scores 1.289 0.258
Total Scores 1.672 0.198
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For the phase 1 of the 2017/2018 academic year, the results in Table 4.7 shows that

the significant value of the method, concept and total scores are 0.298, 0.258 and 0.198

respectively. It could be seen that all these values are greater than 0.05, the α-value.

Hence the variances for the method, concept and total scores are not significantly different.

The scores therefore met the assumption for the homogeneity of variances for independent

sample t-test.

Test for Assumptions on Phase 2 Test Results

• Outliers: The box plots in Figures 4.19 and 4.20 respectively are the method scores

for phase 2 of the treatment for the two academic years (206/2017 and 2017/2018).

It could be seen from Figures 4.19 and (4.20) that there are no outliers in the method

scores for both groups.

Figure 4.19: Box Plot for Method Scores for Phase 2 (2016/2017)
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Figure 4.20: Box Plot for Method Scores for Phase 2 (2017/2018)

Figure 4.21: Box Plot for Concept Scores for Phase 2 (2016/2017)
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Figure 4.22: Box Plot for Concept Scores for Phase 2 (2017/2018)

The box plots in Figures 4.21 and 4.22 respectively are the concepts scores for phase

2 of 2016/2017 and 2017/2018 academic years respectively. Again, the plots show no

significant outliers for the concept scores for the two groups.

Figure 4.23: Box Plot for Total Scores for Phase 2 (2016/2017)
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Figure 4.24: Box Plot for Total Scores for Phase 2 (2017/2018)

The box plot for the total scores for the control and experimental groups for the two

academic years are displayed in Figures 4.23 and 4.24 respectively. The control group for

the 2016/2017 academic year has one outlier but the rest of the groups have no outlier.

The z-score for the outlier was 2.53 standard deviations above the mean. Since the outlier

was within 3 standard deviations from the mean out of a sample of 218, it may not have

significant impact on the results and so we conclude that there is no significant outliers for

the two groups in terms of total scores. Hence the assumption for no significant outliers

was met.

• Normality of the Distribution: The Shapiro-Wilk in Table 4.8 for 2016/2017

show that the significant values for method scores for the control and experimental

groups are 0.482 and 0.043 respectively. In this case the control group was found

to be close to normality while the experimental group was not found to be close to

normality. That is, the significant value for the control group is greater than 0.05

while the significant value of the experimental group is less than 0.05. Figure 4.25

confirms that the distribution of the control group is close to normality while the

histogram in Figure 4.26 is positively skewed indicating the scores for the method

scores for the experimental group is not close to normality.
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Table 4.8 Test for Normality of Phase 2 Test Results (2016/2017)

Shapiro-Wilk Test
Scores Groups Statistics df Sig.

Method Scores
Control Group 0.988 109 0.482
Experimental Group 0.976 109 0.043

Concept Scores
Control Group 0.985 109 0.282
Experimental Group 0.985 109 0.245

Total Scores
Control Group 0.985 109 0.283
Experimental Group 0.988 109 0.426

Figure 4.25: Histogram for Method Scores (Control Gp.), Phase 2 (2016/2017)
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Figure 4.26: Histogram for Method Scores (Experimental Gp), Phase 2 (2016/2017)

For the concept scores, the significant values for Shapiro-Wilk test in terms of the concept

scores for the control and experimental group are 0.282 and 0.245 respectively (see

Table 4.8). Since these values are greater than 0.05, the α-value, the scores for both

groups are not significantly different from the normal curve. In the same manner, the

significant values of the total scores for the control and experimental groups according to

the Shapiro-Wilk test are 0.283 and 0.426 respectively. This again shows that the total

scores are not significantly different than the normal distribution.

For the 2017/2018 academic year, Table 4.9 indicates the normality test results obtained

for the various scores. For the method scores the significant values obtained for the

control and experimental groups respectively are 0.419 and 0.089. This indicates that

the scores are not significantly different form the normal distribution.
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Table 4.9 Test for Normality of Phase 2 Test Results (2017/2018)

Shapiro-Wilk Test
Scores Groups Statistics df Sig.

Method Scores
Control Group 0.986 91 0.419
Experimental Group 0.976 91 0.089

Concept Scores
Control Group 0.973 91 0.059
Experimental Group 0.976 91 0.084

Total Scores
Control Group 0.989 91 0.619
Experimental Group 0.981 91 0.196

In the case of the concept scores, the significant values for the control and experimental

groups are 0.059 and 0.084 respectively. And for the total scores, the significant values

obtained for the control and experimental groups are 0.619 and 0.196 respectively which

are all greater than 0.05. This confirms that, the concept scores and total scores are not

significantly different from the normal distribution.

• Homogeneity of Variances: To test for the homogeneity of variances, the Levene’s

test for differences in variances was conducted and the results is displayed in Tables

4.10 and 4.11.

Table 4.10 Levene’s Test for Equality of Variance (Phase 2, 2016/2017)

Scores F Sig.
Method Scores 1.228 0.269
Concept Scores 2.856 0.092
Total Scores 2.406 0.122

The results from Table 4.10 show that the significant values for the method, concept

and total scores in the 2016/2017 academic year are 0.269, 0.092 and 0.122 respectively.

Since the significant values are greater than the α-value (0.05), then we can conclude that

there are no significant differences in the variances of the two groups in each case.
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Table 4.11 Levene’s Test for Equality of Variance (Phase 2, 2017/2018)

Scores F Sig.
Method Scores 0.506 0.478
Concept Scores 0.274 0.601
Total Scores 0.004 0.948

Again, the results from Table 4.11 indicated that for the 2017/2018 academic year, the

significant values for the method, concept and total scores respectively are 0.478, 0.601

and 0.948. This indicates that the variability in the variances of the various scores for

the two groups for the phase 2 confirmation test are not significant. It can therefore, be

concluded that equal variances can be assumed for the results obtained from the phase 2

confirmation test in both academic years.

Test for Assumptions on Phase 3 Test Results

• Outliers: For the method scores in the 2016/2017 academic year, the box plot in

Figure 4.27 shows one outlier for the experimental group but there is no outlier

for the control group. Since the outlier for the experimental group falls within 3

standard deviations from the mean (2.9 standard deviations above the mean), it

can therefore be concluded that the outlier was not significant in the analysis of

the results. For the 2017/2018 academic year, there was no significant outlier for

both the control and the experimental group (see Figure 4.28). This indicate no

significant outlier for the two groups in the case of their method scores, hence the

method scores meet the assumption that there should be no significant outliers.
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Figure 4.27: Box Plot for Method Scores for Phase 3 (2016/2017)

Figure 4.28: Box Plot for Method Scores for Phase 3 (2017/2018)
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Figure 4.29: Box Plot for Concept Scores for Phase 3 (2016/2017)

Figure 4.30: Box Plot for Concept Scores for Phase 3 (2017/2018)

For the concept scores, the box plot for the 2016/2017 as indicated in Figure 4.29

show that the control group has no outlier while the experimental has only one

outlier. But the outlier for the experimental group is within 3 standard deviations

from the mean (2.42 standard deviations below the mean), the outlier was not

significant. The box plot in Figure 4.30 also show no outliers for the control and
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experimental groups for the concept scores for 2017/2018 academic year. In all,

the concept scores for the 2016/2017 and 2017/2018 show no significant outliers

for the concept scores.

Figure 4.31: Box Plot for Total Scores for Phase 3 (2016/2017)

Figure 4.32: Box Plot for Total Scores for Phase 3 (2017/2018)

The box plots in Figures 4.31 and 4.32 are for the total scores for the 2016/2017 and

2017/2018 academic years respectively. Figure 4.31 shows no outlier for the total
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scores of the control and experimental groups of the 2016/2017 academic year. As

in the case of the 2017/2018 academic year, Figure 4.32 shows no outlier for the

control group and one outlier for the experimental group. However, the one outlier

for the experimental group is not significant enough to change the outcome of the

results since it was within 3 standard deviations from the mean. It can therefore

be concluded that, there are no significant outliers for the total scores of both the

control and experimental groups of the 2016/2017 and 2017/2018 academic years.

• Normality of the Distribution: The Shapiro-Wilk test in Table 4.12 for 2016/2017

show that the significant values of the method scores for the control and experimental

groups are 0.412 and 0.301 respectively. Since both values are greater than 0.05, it

can therefore be concluded that the method scores for the control and experimental

groups are not significantly different from the normal distribution.

Table 4.12 Test for Normality of Phase 3 Test Results (2016/2017)

Shapiro-Wilk Test
Scores Groups Statistics df Sig.

Method Scores
Control Group 0.988 109 0.412
Experimental Group 0.986 109 0.301

Concept Scores
Control Group 0.978 109 0.063
Experimental Group 0.980 109 0.105

Total Scores
Control Group 0.977 109 0.060
Experimental Group 0.978 109 0.067
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Figure 4.33: Histogram for Method Scores (Control Group), Phase 3 (2016/2017)

Figure 4.34: Histogram for Method Scores (Experimental Group), Phase 3 (2016/2017)

A look at the histograms in Figures 4.33 and 4.34 show that the distribution for

the method scores are getting closer to the normal distribution. This confirms the
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results of the Shapiro-Wilk test for normality.

Again, the results in Table 4.12 shows that for the concept scores the significant

values for the control and experimental groups respectively were 0.063 and 0.105

indicating that the distributions were not significantly different from the normal

distribution. This can also be confirmed from the histogram in Figures 4.35 and

4.36. Hence, the concept scores also meet the assumption for normality.

As in the case of the total scores, the significant values for the Shapiro-Wilk test of

the control and experimental groups were found to be 0.060 and 0.067 respectively.

This again shows that the distribution of the total scores were not significantly

different from the normal distribution for both the control and experimental groups.

Figure 4.35: Histogram for Concept Scores (Control Group), Phase 3 (2016/2017)
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Figure 4.36: Histogram for Concept Scores (Experimental Group), Phase 3 (2016/2017)

The histograms in Figures (4.37) and (4.38) confirm that the distribution of the total

scores for the control and experimental groups were not significantly different from

the normal distribution.
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Figure 4.37: Histogram for Total Scores (Control Group), Phase 3 (2016/2017)

Figure 4.38: Histogram for Total Scores (Experimental Group), Phase 3 (2016/2017)

Table 4.13 shows the Shapiro-Wilk test of the significant values of the various

scores of the control and experimental group for the 2017/2018 academic year.
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From Table 4.13, the significant values of the method scores for the control and

experimental groups were respectively 0.067 and 0.185 which were greater than

the α-value of 0.05. This indicates the distribution of the method scores were not

significantly different from the normal distribution and this is confirmed by the

histogram in Figures 4.39 and 4.40.

Table 4.13 Test for Normality of Phase 3 Test Results (2017/2018)

Shapiro-Wilk Test
Scores Groups Statistics df Sig.

Method Scores
Control Group 0.974 91 0.067
Experimental Group 0.980 91 0.185

Concept Scores
Control Group 0.980 91 0.187
Experimental Group 0.981 91 0.222

Total Scores
Control Group 0.984 91 0.350
Experimental Group 0.988 91 0.552

Figure 4.39: Histogram for Method Scores (Control Group), Phase 3 (2017/2018)
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Figure 4.40: Histogram for Method Scores (Experimental Group), Phase 3 (2017/2018)

Again, the results from Table 4.13 shows that the significant values of the concept

scores for the control and experimental groups are 0.187 and 0.222 respectively.

Since the significant values once again are greater than 0.05 it can therefore, be

concluded that the distribution of the concept scores for the two groups were not

significantly different from the normal distribution. The results again can be confirmed

from the histograms in Figures 4.41 and 4.42.

139

University of Education, Winneba http://ir.uew.edu.gh



Figure 4.41: Histogram for Concept Scores (Control Group), Phase 3 (2017/2018)

Figure 4.42: Histogram for Concept Scores (Experimental Group), Phase 3 (2017/2018)

From Table 4.13, the significant values of the total scores for the control and

experimental groups are respectively 0.350 and 0.552. The distribution of the total
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scores were therefore not significantly different from the normal distribution.

Figure 4.43: Histogram for Total Scores (Control Group), Phase 3 (2017/2018)

Figure 4.44: Histogram for Total Scores (Experimental Group), Phase 3 (2017/2018)

Also, the histogram in Figures 4.43 and 4.44 confirms that the distribution of the
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total scores are close to the normal distribution. It can therefore, be concluded that

the distribution of the scores for both 2016/2017 and 2017/2018 academic years

of the control and experimental groups were not significantly different from the

normal distribution.

• Homogeneity of Variances: To test for the homogeneity of variances for the phase

3, the Levene’s test for differences in variances was conducted and the results is

displayed in Tables 4.14 and 4.15.

Table 4.14 Levene’s Test for Equality of Variance (Phase 3, 2016/2017)

Scores F Sig.
Method Scores 2.372 0.125
Concept Scores 3.467 0.064
Total Scores 2.521 0.114

The results in Table 4.14 shows that for the 2016/2017 academic year, the significant

values of the method, concept and total scores for the control and experimental groups

were 0.125, 0.064 and 0.114 respectively. The values show that there was no significant

difference between the variances of the scores in the control and the experimental groups.

Table 4.15 Levene’s Test for Equality of Variance (Phase 3, 2017/2018)

Scores F Sig.
Method Scores 0.378 0.540
Concept Scores 0.131 0.718
Total Scores 0.526 0.114

From Table 4.15 the significant values for the 2017/2018 academic year for the method,

concept and total scores of the control and experimental groups were 0.540, 0.718 and

0.114 respectively. This indicate that the variances of the control and experimental groups

were not significantly different. It can therefore, be concluded that the variability in the

variances for the scores of the control and experimental group were not significant.
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4.4.2 Effect Size - Cohen’s d

Effect size provide a definition of the scale of the observed results, regardless of the

sample size factors that may be misleading. Research with different sample sizes but the

same basic features (e.g. proportions, means, standard deviation, confidence intervals)

may vary in their statistical significance values but not in their estimates of the effect

size (Cohen, 1990; Fritz et al., 2012). According to Cohen (1988), effect size of 0.20

is small, 0.50 is medium and 0.80 is large. Effect size can also be thought of as the

average percentile standing of the average treated (or experimental) participants relative

to the average untreated (or control) participants (Cohen, 1988). Table 4.16 gives the

interpretation of Cohen’s d.

Table 4.16 The Interpretation of Cohen’s d

Cohen’s d Standard Effect Size Percentile Standing Percent of Non-overlap (%)
2.0 97.7 81.1
1.9 97.1 79.4
1.8 96.4 77.4
1.7 95.5 75.4
1.6 94.5 73.1
1.5 93.3 70.7
1.4 91.9 68.1
1.3 90.0 65.3
1.2 88.0 62.2
1.1 86.0 58.9
1.0 84.0 55.4
0.9 82.0 51.6

Large 0.8 79.0 47.4
0.7 76.0 43.0
0.6 73.0 38.2

Medium 0.5 69.0 33.0
0.4 66.0 27.4
0.3 62.0 21.3

Small 0.2 58.0 14.7
0.1 54.0 7.7
0.0 50.0 0

Source: Becker (2000)

In this study, because the standard deviations differ but the sample size for each group are

equal, then, from Cohen (1988) and Keppel and Wickens (2004), the Cohen’s d will be
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computed using

d =
µe−µc

σec

with

σec =

√
σ2

e +σc

2

where µe is the population mean of the experimental group, µc is the population mean of

the control group, σe is the population standard deviation of the experimental group, σc is

the population standard deviation of the control group and σec is the population standard

deviation of the two groups.

4.4.3 Independent Sample T-Test and Effect Size of the Test Scores

Preamble

A total of 218 students were selected for the study in the 2016/2017 academic year and

they were put into two groups, group 1 and group 2. Each group consist of 109 students.

For the 2017/2018 academic year, a total of 182 students were selected for the study and

were also put into two groups, group 1 and group 2. Each group consist of 91 students.

In each phase of the study, the confirmation test conducted after the treatments measured

the performance of the students in three aspects:

1. the methods the students used in answering the questions and the scores were

termed ”method scores”,

2. the conceptual understanding of the students and the scores obtained was termed

”concept scores” and

3. the total performance of the students which was obtained by summing up the

method score and the concept score of each student. The sum of the scores was

termed ”total score”.

For each of these aspects a descriptive analysis and independent sample t-test was conducted

and the results were compared. The analysis was conducted phase-wise since the study
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was conducted in phases.

Phase 1 Test Scores, 2016/2017

Table 4.17 is the descriptive statistics of the scores obtained from phase 1 after the

treatment for the 2016/2017 academic year group.

Table 4.17 Descriptive Statistics of 2016/2017 Phase 1 Test Scores

Scores Groups N Mean Var. Min. Max.
Method Control 109 21.35 38.377 8 36

Experimental 109 33.75 22.410 25 45
Concept Control 109 22.90 33.406 11 35

Experimental 109 28.76 38.869 15 44
Total Control 109 44.25 73.447 26 68

Experimental 109 62.51 68.641 42 80

From Table 4.17, the average method score of the control group is 21.35 with variance

38.377 (standard deviation of 6.1949). The average method score for the experimental

group is 33.75 with variance, 22.41 (standard deviation of 4.7339). The control group

had a minimum score of 8 and a maximum score of 36 while the minimum and maximum

method scores of the experimental group are 25 and 45 respectively. So, the method

score for the experimental group was found to be higher than the control group. The

mean difference between the control group and the experimental group for the method

scores is 12.404 (see Table 4.18).

In the case of the concept scores, the average score for the control group from Table

4.17 is 22.90 with variance 33.406 (standard deviation of 5.7798). The experimental

group on the other hand had an average concept score of 28.76 with variance 38.869

(standard deviation of 6.2343). The control group had a minimum concept score of 11

and a maximum of 35. The minimum and maximum concept scores of the experimental

group are 15 and 44 respectively. The mean difference between the control group and the

experimental group for the concept scores is 5.862 (see Table 4.18).
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Again, from Table 4.17, the average total score of the control group is 44.25 with variance

73.447 (standard deviation of 8.57) while that of the experimental group is 62.51 with

variance 68.641 (standard deviation of 8.285). The minimum and maximum total score

of the control group are respectively 26 and 68 while that of the experimental group are 42

and 80 respectively. The mean difference between the control group and the experimental

group for the total scores is 18.266 (see Table 4.18). Again, the score of the experimental

group was found to be higher than the control group indicating a higher performance in

the experimental group. To check the significance of the difference in means of all the

aspects, an independent sample t-test for equality of means was conducted and the results

is displayed in Table 4.18.

Table 4.18 Independent Sample T-Test of 2016/2017 Phase 1 Test Scores

Levene’s Test for
Equality of Vars. T-Test for Equality of Means

Scores F Sig. t df Sig.(2-T) MD ES
Method EVA 10.762 0.001 16.609 216 0.000 12.404 2.2

EVNA 16.609 202.059 0.000 12.404
Concept EVA 0.272 0.662 7.199 216 0.000 5.862 1.0

EVNA 7.199 214.773 0.000 5.862
Total EVA 0.000 0.998 15.998 216 0.000 18.266 2.2

EVNA 15.998 215.753 0.000 18.266

Keys: 2-T : 2-tailed
Sig. : Significant value or p-value
df : degree of freedom
MD : Mean Difference
EVA : Equal variances assumed
EVNA : Equal variances not assumed
ES : Effect Size

From Table 4.18, the Levene’s test for equality of variances for the method, concept

and total scores have significant values 0.001, 0.662 and 0.998 respectively. Since the

significant value of the concept and total scores are greater than the α-value of 0.05, the

variability in variances of the control and experimental group are not significant. For this

reason, equal variances were assumed for the concept and the total scores so the first row
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for each of these variables (concept and total scores) was read. But since the significance

value for the method scores is less than 0.05, it is assumed that the variances are not equal

and so the second row was used for the analysis.

From Tables 4.17 and 4.18, there was a significant difference between the means of

the method scores obtained by the control group (M = 21.35,SD = 6.1949) and the

experimental group (M = 33.75,SD = 4.7339); t(202.059) = 16.609, p = 0.000 < 0.05.

These results suggest that the experimental group performed better in terms of the methods

of solving PDEs than their colleagues in the control group. Again, the effect size of 2.2

(see Table 4.18) indicates that the effect size is large using Cohen’s d interpretation in

Table 4.16. The results show that, the mean for the experimental group is 2.2 standard

deviations higher than the mean for the control group. Also, the effect size of 2.2 indicates

that the mean of the experimental group is at more than 97.7th percentile of the control

group with more than 81.1% non-overlaps of the experimental group scores with those of

the control group. This suggest that, the IO-IA improved the students’ performance on

methods of solving first-order PDEs.

Again from Tables 4.17 and 4.18, there was a significant difference between the means

of the concept scores between the control group (M = 22.90,SD = 5.7798) and the

experimental group (M = 28.76,SD = 6.2343); t(216) = 7.199, p = 0.000 < 0.05. From

Table 4.16, the effect size of 1.0 is large and it means the mean of the experimental group

is 1.0 standard deviation above the mean of the control group. This means that the mean

of the experimental group is about 84th percentile of the control group with about 55.4%

non-overlaps of the experimental group scores with those of the control group. The result

suggests that the mean difference of 5.862 between the control and the experimental group

was significant and that the experimental group had a better understanding of the concept

presented than their colleagues in the control group.

From Tables 4.17 and 4.18, there was a significant difference between the means of the
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total scores of the control group (M = 44.25,SD = 8.57) and the experimental group

(M = 62.51,SD = 8.285); t(216) = 15.998, p = 0.000 < 0.05. Also, the effect size of 2.2

is very large according to Cohen’s d interpretation in Table 4.16. This indicates that, the

mean of the experimental group is 2.2 standard deviations above the mean of the control

group and is at more than 97.7th percentile of the control group. The effect size of 2.2 also

indicates that the scores of the experimental group is with more than 81.1% non-overlaps

with those of the control group. These results suggest that the mean difference of 18.266

between the control and the experimental groups is significant. Since the total score is the

sum of the method scores and the concept scores, it suggests that the performance of the

experimental group was better than that of the control group after the treatment in phase

1. So the inquiry-oriented instructional approach (IO-IA) yielded better results in terms

of students’ performance than that of the traditional method of teaching.

Phase 1 Test Scores, 2017/2018

Table 4.19 displays the descriptive statistics for the test scores after phase 1 treatment for

2017/2018 academic year group. A total of 182 students were selected for the study with

91 students in each group.

Table 4.19 Descriptive Statistics of 2017/2018 Phase 1 Test Scores

Scores Groups N Mean Var. Min. Max.
Method Control 91 26.37 31.903 15 40

Experimental 91 32.43 38.914 17 48
Concept Control 91 18.11 51.143 5 33

Experimental 91 29.41 72.133 5 47
Total Control 91 44.48 89.919 23 71

Experimental 91 61.84 124.873 28 87

From Table 4.19, the average method scores for the control and the experimental group

are 26.37 and 32.43 respectively. The variances of the control and experimental groups

are 31.903 (standard deviation of 5.65) and 38.914 (standard deviation of 6.23) respectively.

The control group obtained a minimum score of 15 and a maximum score of 40 while the
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minimum and maximum scores of the experimental group is 17 and 48 respectively. The

mean difference between the control and experimental groups is 6.055 (see Table 4.20).

From table 4.19, the average concept score for the control group is 18.11 with a variance

of 51.143 (standard deviation of 7.15) while the mean score of the experimental group is

29.41 with variance, 72.133 (standard deviation of 8.49). The minimum and maximum

scores for the control group are 5 and 33 respectively while that of the experimental group

are 5 and 47 respectively. The mean difference between the control and experimental

group is 11.297 (see table 4.20).

From Table 4.19, the mean total scores of the control and experimental group are 44.48

and 61.84 respectively. The variances of the control and experimental group are 89.919

(standard deviation of 9.48) and 124.873 (standard deviation of 11.74) respectively. The

minimum and maximum scores for the control group are 23 and 71 respectively while

that of the experimental group are 28 and 87 respectively. The mean difference between

the control and experimental group is 17.352 (see Table 4.20). To verify the significance

of the mean differences between the control and the experimental group in the various

scores, an independent sample t-test was conducted and the results is displayed in Table

4.20.
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Table 4.20 Independent Sample T-Test of 2017/2018 Phase 1 Test Scores

Levene’s Test for
Equality of Vars. T-Test for Equality of Means

Scores F Sig. t df Sig.(2-T) MD ES
Method EVA 1.090 0.298 6.864 180 0.000 6.055 1.0

EVNA 6.864 178.253 0.000 6.055
Concept EVA 1.289 0.258 9.706 180 0.000 11.297 1.4

EVNA 9.706 174.929 0.000 11.297
Total EVA 1.672 0.198 11.294 180 0.000 17.352 1.8

EVNA 11.294 175.356 0.000 17.352

Keys: 2-T : 2-tailed
Sig. : Significant value of p-value
df : degree of freedom
MD : Mean Difference
EVA : Equal variances assumed
EVNA : Equal variances not assumed
ES : Effect Size

From Table 4.20, the significant value of the Levene’s test for equality of variances of the

method, concept and total scores are 0.298, 0.258 and 0.198 respectively for the control

and the experimental group. Since all these values are greater than 0.05, the α-value, it is

assumed that the variances are not significantly different and so the results for the t-test

in the first row of each aspect was used.

From Tables 4.19 and 4.20 there was a significant difference between the means of

the method scores of the control group (M = 26.37,SD = 5.65) and the experimental

group (M = 32.43,SD = 6.23); t(180) = 6.864, p = 0.000 < 0.05. The effect size of

1.0 indicates that the mean difference of 6.055 between the experimental and the control

groups is large. It means the mean of the experimental group is 1.0 standard deviation

above the mean of the control group. Again, the effect size of 1.0 indicates that the mean

experimental group is at the 84th percentile of the control group. The effect size of 1.0

again indicates a non-overlap of 55.4% in the two distributions. The results suggest that

the experimental group performed better on the methods of solving first-order PDEs than

the control group.
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From Tables 4.19 and 4.20 there was a significant difference between the means of

the concept scores of the control group (M = 18.11,SD = 7.15) and the experimental

group (M = 29.41,SD = 8.49); t(180) = 9.706, p = 0.000 < 0.05. Also, the effect

size of 1.4 indicates a large effect according to Cohen’s d standard. It means that the

mean of the experimental group is 1.4 standard deviations above the mean of the control

group. The effect size of 1.4 also indicates that the mean of the experimental group is

91.9th percentile of the control group. It again indicates a non-overlap of 68.1% of the

experimental group scores with those of the control group. The results suggest that the

student in the experimental group had a better understanding of the concept of first-order

PDEs presented to them through the use of the IO-IA than their colleagues in the control

group.

Again, from Tables 4.19 and 4.20 there was a significant difference between the means of

the total scores of the control group (M = 44.48,SD = 9.48) and the experimental group

(M = 61.84,SD = 11.74); t(180) = 11.294, p = 0.000 < 0.05. Also, the effect size of 1.8

shows a large effect in accordance with Cohen’s d standard. It means that the mean of the

experimental group is 1.8 standard deviations above that of the control group. The effect

size of 1.8 again indicates that the mean of the experimental group is 96.4th percentile of

the control group. It also indicates a non-overlap of 77.4% in the two distributions. The

results suggest that in total, the performance of the students in the experimental group

was better than their colleagues in the control group. This means that the performance of

the students in the experimental group is better than those in the control group.

Phase 2 Test Scores, 2016/2017

Table 4.21 displays the descriptive statistics for confirmation test scores of the phase 2

after the treatment for the 2016/2017 academic year.
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Table 4.21 Descriptive Statistics of 2016/2017 Phase 2 Test Scores

Scores Groups N Mean Var. Min. Max.
Method Control 109 16.87 42.594 2 33

Experimental 109 26.54 53.621 11 45
Concept Control 109 20.24 30.294 7 34

Experimental 109 31.07 39.458 15 47
Total Control 109 37.11 138.747 13 67

Experimental 109 57.61 180.572 26 92

From Table 4.21, the average method scores obtained by the control and experimental are

16.87 and 26.54 respectively. The variances for the control and experimental groups are

42.594 (standard deviation of 6.53) and 53.621(standard deviation of 7.32) respectively.

The minimum and maximum scores obtained by the control group are respectively 2 and

33 and the minimum and maximum scores obtained by the experimental group are 11

and 45 respectively. The mean difference between the control and experimental group is

9.670 (see Table 4.22).

From Table 4.21, the average concept scores obtained by the control group is 20.24 with

variance 30.294 (standard deviation of 5.50). The average concept score obtained by the

experimental group is 31.07 and the variance is 39.458 (standard deviation of 6.28). The

minimum and maximum score of the control group are 7 and 34 respectively while that

of the experimental group are 15 and 47 respectively. The difference in means between

the control and experimental group is 10.835 (see Table 4.22).

From Table 4.21, the average total scores for the control and experimental group are 37.11

and 57.61 respectively. The variances for the control and experimental groups are 138.747

(standard deviation of 11.78) and 180.572 (standard deviation of 13.44) respectively. The

minimum and maximum total scores for the control group are 13 and 67 respectively

while that of the experimental group are 26 and 92 respectively. The mean difference of

the total scores between the control and experimental group is 20.505 (see Table 4.22).
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To verify the significance of the mean difference in all the aspects, an independent sample

t-test for equality of means was conducted and the results is displayed in Table 4.22.

Table 4.22 displays the results of the independent sample t-test conducted on the

confirmation test of phase 2 for the 2016/2017 academic year. From Table 4.22, the

significant value obtained from the Levene’s test for equality of variances for the method,

concept and total scores are 0.269, 0.092 and 0.122 respectively. Since all the significant

values are greater than 0.05, equal variances assumed for the three scores and hence the

first row of each test was used for the analysis.

Table 4.22 Independent Sample T-Test of 2016/2017 Phase 2 Test Scores

Levene’s Test for
Equality of Vars. T-Test for Equality of Means

Scores F Sig. t df Sig.(2-T) MD ES
Method EVA 1.228 0.269 10.292 216 0.000 9.670 1.4

EVNA 10.292 213.2 0.000 9.670
Concept EVA 2.856 0.092 13.544 216 0.000 10.835 1.8

EVNA 13.544 212.336 0.000 10.835
Total EVA 2.406 0.122 11.980 216 0.000 20.505 1.6

EVNA 11.980 212.357 0.000 20.505

Keys: 2-T : 2-tailed
Sig. : Significant value or p-value
df : Degree of Freedom
MD : Mean Difference
EVA : Equal variances assumed
EVNA : Equal variances not assumed
ES : Effect Size

From Tables 4.21 and 4.22 there was a significant difference between the means of the

method scores of the control group (M = 16.87,SD = 6.53) and the experimental group

(M = 26.54,SD = 7.32); t(216) = 10.292, p = 0.000 < 0.05. Also, the effect size of 1.4

is large and is means that the mean of the experimental group is 1.4 standard deviations

above that of the control group. The effect size of 1.4 also shows that the mean of

the experimental group is 91.9th percentile of the control group which also indicates a

non-overlap of 68.1% in the scores of the two distributions. The results suggest that the
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experimental group performed better on the methods of solving first-order PDEs than the

control group.

Again from Tables 4.21 and 4.22, there was a significant difference between the means

of the concept scores of the control group (M = 20.24,SD = 5.5) and the experimental

group (M = 31.07,SD = 6.28); t(216) = 13.544, p = 0.000 < 0.05. The effect size of 1.8

is large and it means that the mean of the experimental group is 1.8 standard deviations

above that of the control group. This also means that the mean of the experimental group

is 96.4th percentile of the control group. It also indicates a non-overlap of 77.4% in the

scores of the two distributions. The results suggest that the mean difference of 10.835

between the control and the experimental group was significant and that the experimental

group had a better understanding of the concept presented than their colleagues in the

control group.

Again, from Tables 4.21 and 4.22 there was a significant difference between the means of

the total scores of the control group (M = 37.11,SD = 11.78) and the experimental group

(M = 57.61,SD = 13.44); t(180) = 11.294, p = 0.000 < 0.05. Also, the effect size of 1.6

is large and it indicates that the mean of the experimental group is 1.6 standard deviations

above that of the control group. It also indicates that the mean of the experimental group

is 94.5th percentile of the control group with a non-overlap of 73.1% in the scores of the

two distributions. The results suggest that in total, the performance of the students in the

experimental group was better than their colleagues in the control group.

Phase 2 Test Scores, 2017/2018

Table 4.23 displays the descriptive statistics for the test scores of phase 2 for 2017/2018

academic year group while Table 4.24 displays the independent sample t-test for the

equality of means of the 2017/2018 academic year phase 2 test results. A total of 182

students with 91 students in each group were selected for the study.
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Table 4.23 Descriptive Statistics of 2017/2018 Phase 2 Test Scores

Scores Groups N Mean Var. Min. Max.
Method Control 91 31.97 46.143 17 49

Experimental 91 35.75 50.835 21 49
Concept Control 91 28.07 20.551 18 38

Experimental 91 37.84 22.606 28 48
Total Control 91 60.03 125.877 35 87

Experimental 91 73.58 126.313 51 96

From Table 4.24, the significant values of the Levene’s test for equality of variances for

the method, concept and total scores are 0.478, 0.601 and 0.948 respectively. Since the

significant values of these scores are greater than 0.05, the results in the first row for their

t-test was used.

Table 4.24 Independent Sample T-Test of 2017/2018 Phase 2 Test Scores

Levene’s Test for
Equality of Vars. T-Test for Equality of Means

Scores F Sig. t df Sig.(2-T) MD ES

Method EVA 0.506 0.478 3.662 180 0.000 3.780 0.5
EVNA 3.662 179.58 0.000 3.780

Concept EVA 0.274 0.601 14.186 180 0.000 9.769 2.1
EVNA 14.186 179.593 0.000 9.769

Total EVA 0.004 0.948 8.139 180 0.000 13.549 1.2
EVNA 8.139 179.999 0.000 13.549

Keys: 2-T : 2-tailed
Sig. : Significant value or p-value
df : Degree of Freedom
MD : Mean Difference
EVA : Equal variances assumed
EVNA : Equal variances not assumed
ES : Effect Size

From Table 4.23, the average method score for the control group is 31.97 while that

of the experimental group is 35.75. The variances for the control and the experimental

group respectively are 46.143 (standard deviation of 6.79) and 50.835 (standard deviation

of 7.13). The minimum and maximum method scores of the control group are 17 and
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49 respectively while that of the experimental group are 21 and 49 respectively. From

Table 4.24, the mean difference of the method scores between the control group and the

experimental group is 3.78. From Tables 4.23 and 4.24 there was a significant difference

between the means of the method scores of the control group (M = 31.97,SD = 6.7929)

and the experimental group (M = 35.75,SD= 7.1299); t(180)= 3.662, p= 0.000< 0.05.

Also, an effect size of 0.5 is medium according to Cohen (1988) and it indicates that the

mean of the experimental group is 0.5 standard deviation above that of the control group.

It also shows that the mean of the experimental group is 69th percentile of the control

group and it indicates a non-overlap of 33.0% in the scores of the two distributions. The

effect size of 0.5 is still significant and so, it indicates that the IO-IA have a positive

impact in methods students used in solving PDEs problems. The results suggest that the

experimental group performed better on the methods of solving first-order PDEs than the

control group. This implies that the mean difference of 3.78 is significant and so there

was an improvement in the method of solving PDEs of the students in the experimental

group than those in the control group.

From Table 4.23 the average concept score of the control group is 28.07 while that of

the experimental group is 37.84. The variances for the control and experimental group

respectively are 20.551 (standard deviation of 4.53) and 22.606 (standard deviation of

4.75). The minimum and maximum concept scores for the control group are 18 and

38 respectively while that of the experimental group are 28 and 48 respectively. From

Table 4.24 the mean difference between the control and the experimental group is 9.769.

Again from Tables 4.23 and 4.24, there was a significant difference between the means of

the concept scores of the control group (M = 28.07,SD = 4.5333) and the experimental

group (M = 37.84,SD = 4.7546); t(180) = 14.184, p = 0.000 < 0.05. Also, the effect

size of 2.1 is very large and it indicates that the mean of the experimental group is 2.1

standard deviations above that of the control group. It also indicates that the mean

of the experimental group is above 97.7th percentile of the control group and shows a

non-overlap of over 81.1% of the scores of the experimental and the control group. The
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result suggests that the mean difference of 9.769 between the control and the experimental

group was significant and that the experimental group had a better understanding of the

concept of first-order PDEs than their colleagues in the control group.

From Table 4.23 the average total scores of the control and experimental group respectively

are 60.03 and 73.58. The variances for the control and experimental group are 125.877

(standard deviation of 11.22) and 126.313 (standard deviation of 11.24) respectively. The

minimum and maximum total score of the control group are 35 and 87 respectively while

that of the experimental group are 51 and 96 respectively. From table 4.24, the mean

difference between the control and experimental group is 13.549. Again, from Tables 4.23

and 4.24 there was a significant difference between the means of the total scores of the

control group (M = 60.03,SD = 11.2195) and the experimental group (M = 73.58,SD =

11.2389); t(180) = 8.139, p = 0.000 < 0.05. In addition, an effect size of 1.2 is large

and it indicates that the mean of the experimental group is 1.2 standard deviations above

that of the control group. It also shows that the mean of the experimental group is 88th

percentile of the controls group with a non-overlap of 62.2% of the scores of the two

distributions. The results suggest that in total, the performance of the students in the

experimental group was better than their colleagues in the control group. Hence the

performance of the students in the experimental group is better than those in the control

group.

Phase 3 Test Scores, 2016/2017

A total of 218 students with 109 in each group (see Table 4.25) were selected for the study

for phase 3 of the 2016/2017 academic year. Table 4.25 displays the descriptive statistics

of the results from the confirmation test for the 2016/2017 academic year while Table

4.26 displays the independent sample t-test for equality of means for the two groups.
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Table 4.25 Descriptive Statistics of 2016/2017 Phase 3 Test Scores

Scores Groups N Mean Var. Min. Max.
Method Control 109 20.31 37.735 7 34

Experimental 109 26.62 28.403 16 42
Concept Control 109 18.65 10.192 12 25

Experimental 109 34.39 6.924 28 40
Total Control 109 38.96 70.425 20 55

Experimental 109 61.01 54.083 46 77

From Table 4.26, the significant values for the Levene’s test for equality of variances for

the method, control and total scores are 0.125, 0.064 and 0.114 respectively. Since these

values are greater than 0.05, it means the variability in the variances of the control and

experimental group in each case is not significant. So, the result in the first row for the

t-test in each score was used.

Table 4.26 Independent Sample T-Test of 2016/2017 Phase 3 Test Scores

Levene’s Test for
Equality of Vars. T-Test for Equality of Means

Scores F Sig. t df Sig.(2-T) MD ES
Method EVA 2.372 0.125 8.103 216 0.000 6.312 1.1

EVNA 8.103 211.784 0.000 6.312
Concept EVA 3.467 0.064 39.705 216 0.000 15.734 5.4

EVNA 39.705 208.403 0.000 15.734
Total EVA 2.521 0.114 20.624 216 0.000 22.046 2.8

EVNA 20.627 212.342 0.000 22.046

Keys: 2-T : 2-tailed
Sig. : Significant value or p-value
df : Degree of Freedom
MD : Mean Difference
EVA : Equal variances assumed
EVNA : Equal variances not assumed
ES : Effect size

From Table 4.25, the minimum and maximum method scores for the control group respectively

are 7 and 34 while that of the experimental group are 16 and 42 respectively. The mean

method scores of the control and experimental group are 20.31 and 26.62 respectively.
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The variances for the control and the experimental groups are 37.735 (standard deviation

of 6.11) and 28.403 (standard deviation of 5.16) respectively. From Table 4.26, the mean

difference between the control and the experimental group is 6.312. From Tables 4.25

and 4.26 there was a significant difference between the means of the method scores of the

control group (M = 20.31,SD = 6.1429) and the experimental group (M = 26.62,SD =

5.3294); t(216) = 8.103, p = 0.000 < 0.05. Also, the effect size of 1.1 is large and

it shows that the mean of the experimental group is 1.1 standard deviations above that

of the control group. It also indicates that the mean of the experimental group is 86th

percentile of the control group and sows a non-overlap of 58.9% of the scores of the two

distributions. The results suggest that the experimental group performed better on the

methods of solving first-order PDEs than the control group.

The minimum and maximum concept scores obtained by the control group are 12 and

25 respectively while that obtained by the experimental group are 28 and 40 respectively.

The average concept scores for the control and the experimental group are 18.65 and

34.39 respectively. The variances of the control and experimental group are 10.192

(standard deviation of 3.19) and 6.924 (standard deviation of 2.63) respectively (see Table

4.25). From Table 4.26, the mean difference between the control and experimental group

is 15.734. From Tables 4.25 and 4.26, there was a significant difference between the

means of the concept scores of the control group (M = 18.65,SD = 3.1925) and the

experimental group (M = 34.39,SD = 2.6313); t(216) = 39.705, p = 0.000 < 0.05. The

effect size of 5.4 is very large and it indicates that the mean of the experimental group is

5.4 standard deviations above that of the control group. It also indicates that the mean of

the experimental group is above 97.7th percentile of the control group with a non-overlap

of over 81.1% of the scores of the two distributions. The results suggest that the mean

difference of 15.734 between the control and the experimental group was significant.

Hence the students in the experimental group had a better understanding of the concept

of second-order PDEs and its applications than their colleagues in the control group.
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From Table 4.25, the minimum and maximum total scores of the control group are 20

and 55 respectively while that of the experimental group are respectively 46 and 77. The

average total scores of the control and experimental group respectively are 38.96 and

61.01. The variances for the control and experimental group respectively are 70.425

(standard deviation of 8.39) and 54.083 (standard deviation of 7.35). The mean difference

between the control and the experimental is 22.046. Again, from Tables 4.25 and 4.26

there was a significant difference between the means of the total scores of the control

group (M = 38.96,SD = 8.3920) and the experimental group (M = 61.01,SD = 7.3541);

t(216) = 20.624, p = 0.000 < 0.05. The effect size of 2.8 is very large and it means that

the mean of the experimental group is 2.8 standard deviations above that of the control

group. It also means that the mean of the experimental group is above 97.7th percentile of

the control group with a non-overlap of over 81.1% of the scores of the two distributions.

The results suggest that the performance of the students in the experimental group on

second-order PDEs for 2016/2017 academic year was better than their colleagues in the

control group.

Phase 3 Test Scores, 2017/2018

A total of 182 students consisting of 91 in each group were selected for the study for the

third phase in the 2017/2018 academic year. Table 4.27 displays the descriptive statistics

of the confirmation test for phase 3 of the 2017/2018 academic year while Table 4.28

displays the independent sample t-test for equality of means.

Table 4.27 Descriptive Statistics of 2017/2018 Phase 3 Test Scores

Scores Groups N Mean Var. Min. Max.
Method Control 91 30.29 54.829 14 45

Experimental 91 35.95 49.941 19 50
Concept Control 91 24.32 30.486 13 35

Experimental 91 37.23 29.179 25 49
Total Control 91 54.66 91.508 28 74

Experimental 91 73.18 69.102 50 92
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From Table 4.28, the significant values for the Levene’s test for equality of variances of

the method, concept and total scores are 0.540, 0.718 and 0.114 respectively. Since these

values are greater than 0.05, the first row of the t-test for equality of means for the various

scores was used.

From Table 4.27, the minimum and maximum method score of the control group are 14

and 45 respectively while that of the experimental group are 19 and 50 respectively. The

average method scores of the control and experimental group respectively are 30.29 and

35.95 with a mean difference of 5.659 (see Table 4.28). From Table 4.27, the variances

of the control and experimental group are 54.829 (standard deviation of 7.40) and 49.941

(standard deviation of 7.07) respectively.

Table 4.28 Independent Sample T-Test of 2017/2018 Phase 3 Test Scores

Levene’s Test for
Equality of Vars. T-Test for Equality of Means

Scores F Sig. t df Sig.(2-T) MD ES
Method EVA 0.378 0.540 5.274 180 0.000 5.659 0.8

EVNA 5.274 179.609 0.000 5.659
Concept EVA 0.131 0.718 15.946 180 0.000 12.912 2.4

EVNA 15.946 179.914 0.000 12.912
Total EVA 2.526 0.114 13.979 180 0.000 18.571 2.1

EVNA 13.979 176.564 0.000 18.571

Keys: 2-T : 2-tailed
Sig. : Significant value or p-value
df : Degree of Freedom
MD : Mean Difference
EVA : Equal variances assumed
EVNA : Equal variances not assumed
ES : Effect Size

From Tables 4.27 and 4.28 there was a significant difference between the means of the

method scores of the control group (M = 30.29,SD= 7.4047) and the experimental group

(M = 35.95,SD = 7.0669); t(180) = 5.274, p = 0.000 < 0.05. The effect size of 0.8 is

large and it means that the mean of the experimental group is 0.8 standard deviation

above that of the control group. It also means that the mean of the experimental group
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is 79th percentile of the control group with a non-overlap of 47.4% of the scores of the

two distributions. The results suggest that the students in the experimental group had

a better understanding of the method of solving second-order PDEs than those in the

control group.

In the case of the concept scores, the minimum and maximum scores of the control

group are 13 and 35 respectively while that of the experimental group are 25 and 49

respectively (see Table 4.27). From Table 4.27, the average concept scores of the control

and experimental group respectively are 24.32 and 37.23. The variances of the control

and experimental group are 30.486 (standard deviation of 5.52) and 29.179 (standard

deviation of 5.40) respectively. From Tables 4.27 and (4.28), there was a significant

difference between the means of the concept scores of the control group (M = 24.32,SD=

5.5214) and the experimental group (M = 37.23,SD = 5.4018); t(180) = 15.946, p =

0.000 < 0.05. Also, the effect size of 2.4 is very large and it indicates that the mean of

the experimental group is 2.4 standard deviations above that of the control group. It again

means that the mean of the experimental group is above 97.7th percentile of the control

group with a non-overlap of over 81.1% of the scores of the two distributions. The results

suggest that the mean difference of 12.912 between the control and the experimental

group was significant and that the students in the experimental group had a better

understanding of the concept of second-order PDEs than those in the control group.

The minimum and maximum total score of the control group from Table 4.27 are 28

and 74 respectively while that of the experimental group are 50 and 92 respectively.

The average total score of the control and the experimental group are 54.66 and 73.18

respectively. The variances of the control and experimental group are 91.508 (standard

deviation of 9.57) and 69.102 (standard deviation of 8.31) as indicated in Table 4.27.

Again, from Tables 4.27 and (4.28) there was a significant difference between the means

of the total scores of the control group (M = 54.66,SD = 9.5660) and the experimental

group (M = 73.18,SD = 8.3128); t(180) = 13.979, p = 0.000 < 0.05. Also, the effect
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size of 2.1 is large and it indicates that the mean of the experimental group is 2.1 standard

deviations above that of the control group. Again, it indicates that the mean of the

experimental group is 97.7th percentile of the control group with a non-overlap of 81.1%

of the scores of the two distributions. The results suggest that the performance of the

students in the experimental group on second-order PDEs for 2017/2018 academic year

was better than their colleagues in the control group.

4.5 Challenges Associated with the use of the IO-IA

Research Question 3: What are the challenges associated with the use of the Inquiry-

Oriented Instructional Approach (IO-IA) in the teaching and learning of PDEs in the

undergraduate level?

Research question three sought to find out the challenges associated with the use of

the Inquiry-Oriented Instructional Approach (IO-IA) in teaching and learning of PDEs

in the undergraduate level. In order to answer this question, data collected from the

observations were analysed. It was realized from the study that, even though the IO-IA

provided opportunities for students to build the conceptual understanding of the PDEs,

the implementation presented a number of challenges. The major challenges associated

with the implementation of the IO-IA are presented below and the detailed discussions

are presented in chapter five.

1. Inability of the instructor to present real-life applications in most of the aspects of

the lesson.

2. Time Constraints: The IO-IA is time consuming and so it requires a lot of time

during its implementation.

3. Inadequate Motivation: Motivation which was a factor is also a challenge to the

instructor. Sufficient motivation is needed for the students to be able to conduct

investigation or engage in the inquiry process.

4. Inadequate ICT tools and Simulation Software: Another major challenge to the
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implementation of the IO-IA is the inadequate ICT tools and simulation software.

5. Lack of Investigation Techniques: For the students to involve in meaningful

investigation during the inquiry process, they must possess the ability to perform

the task required.

6. Students’ inability to apply pre-requisite Knowledge: One of the major factors

of teaching and learning of PDEs was students ability to recall and apply pre-requisite

knowledge. This led to the students’ inability to apply it into the learning of PDEs.

7. Class Management: In the inquiry-based teaching, students are allowed to come

out with their own ideas and processes.

8. Assessment: The progressive assessment of individual students’ group from

investigation through formulation of inquiry questions, conduction of the

investigation and formulation of models to articulate answer in detailed was a major

challenge.
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Chapter 5

DISCUSSION

5.1 Overview

This chapter discussions on the results obtained from the study. The results and findings

on each research question were intensively discussed and theorems or conclusions from

other researchers were compared to the findings.

5.1.1 Factors Affecting Teaching and Learning of PDEs

Research Question 1: What factors affect teaching and learning partial differential

equations (PDEs) and the challenges that associated with these factors in the undergraduate

level?

Research question one sought to find the factors that affect teaching and learning of PDEs

in the undergraduate level and the challenges associated with these factors. Table 4.2

presents the factors that affect teaching and learning of partial differential equations. The

factors affecting teaching and learning of PDEs was put into four categories: pedagogical,

conceptual, technological and modelling factors. Instructional strategies and methods,

motivation and socio-economic factors were classified under pedagogical factors. Student’s

ability to apply pre-requisite knowledge and computational ability were classified as

conceptual factors. Availability of ICT tools and computer applications to mathematics

were classified as technological factors. Comprehension was categorized as a modelling

factor. Computational ability and computer applications to mathematics were

also considered as modelling factors as well since they are also required for modelling

processes.
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Pedagogical Factors

1. Instructional strategies and methods: According to the students, a very good

instructional strategy and method of teaching together with relevant teaching/learning

materials aid conceptual understanding and so it is the most essential aspect of the

teaching-learning process. It was the most influential factor (see Table 4.2).

The instructional strategies and methods include instructional approaches

and methods used during lesson delivery as well as teaching/learning materials

(TLMs) used. An effective instructional strategy provides meaningful and authentic

learning activities to enable students construct or come out of their own methods

as well as understanding of the subject matter under consideration. And this goes

a long way to shape students’ learning progress and accomplishment. Students

were of the opinion that instructional strategies and methods can positively or

negatively affect their learning process. They were of the view that, students’

performance does not only rely on the student’s hard work but also as a result

of good instructional approach during lesson delivery by the teacher. The type of

instructional strategy employed by the teacher may help the students to construct

their own ideas which will result in the improvement in their conceptual

understanding of the partial differential equations, a situation, the IO-IA was able

to achieve in this study. This is in line with Belhu (2017) and Gunaseelan and

Pahhanivelu (2016) view that instructional strategies and methods provides students

with learning situations where they can develop and apply higher-order operations

which are critical for mathematics achievements. It also confirms Bloom (1976)

assertion that “instructional strategies where students actively participate in their

own learning is critical for success”. According to Rohrer and Pashler (2007),

because students forget much of what they learn, they should be made to benefit

from learning strategies that yields long-lasting knowledge. The findings from

the study suggest that effective instructional strategies improve students learning
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process and helps students to reason critically that leads to very good acquisition of

knowledge.

The challenges associated with appropriate instructional strategies and methods as

indicated in Table 4.3 are lack of conceptual understanding of PDEs on the part

of the students, the inability of students to apply concept learnt to other areas,

short-term memory on the side of students, poor knowledge acquisition, poor students’

performance on PDEs and also de-motivates students to learn. Lack of conceptual

understanding leads to short-term memory on the part of students due to poor

knowledge acquisition. The results of which are poor performance which also

demotivates students in the learning process.

2. Motivation: In the current educational system of Ghana, the challenges associated

with the study of mathematics requires disciplined study, concentration and

motivation. The ability to relate what is learnt to real-life applications could be

enhance if students are well motivated during the teaching and learning process.

The challenges lack of motivation brings to the learning process of students could

be minimized if students are motivated. It is therefore imperative that teachers

do not underestimate motivation. It is no doubt that students should be motivated

enough to learn mathematics. Edelson et al (1999) was of the view that students

must be sufficiently motivated in order for them to be engaged in inquiry-based

learning. The engagement phase of the 5E instructional model requires that teachers

motivate to arouse their interest of the new topic (Duran & Duran, 2004). The

data gathered from the interview suggests that motivation is one of the key factors

affecting teaching and learning of PDEs (see Table 4.2).

The process of motivation stems from stimulation which is turns followed by an

emotional reaction that lead to a specific behaviour response (Bed, 2017). The

task of the teacher as an instructor is to create an environment for students to

actively engage in mathematical thinking and reasoning activities. These according
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to Carr (1996) help students see mathematics as an area which requires exploration,

conjecture, representation, generalization, verification and reflection. The students

during the interview confirmed that the learning environment together with their

engagement in the lesson through modelling which leads to the formation of

differential equations served as a motivational ground for them to reason logically

and analytically. This confirms Duran and Duran (2004) assertion that

the engagement phase of the 5E instructional model which is a student - centred

phase should be a motivational period that can create a desire to learn more about

the upcoming topic. In so doing, there is the need to include discrepant events,

demonstrations, questioning, importance of the topic, application to the real-life

problems and/or graphic organizers to create interest and generate curiosity

(Duran & Duran, 2004). According to Gunaseelan and Pahnivelu (2016), “mathematics

requires highly motivated students because students’ need to reason logically,

formulate mathematical ideas and interpret them, deal with issues on mathematics,

understand the concepts and solve the problems” and relate the content learnt to

real-life situation. It was obvious from the responses of the students that motivation

is one of the important factors in high failure in mathematics and there is the need

to attach importance to it.

Low interest in mathematics, discouragement, poor performance, and low self-

efficacy in mathematics were some of the challenges associated of lack of motivation

in students. Most students perceived mathematics as a very difficult course. For this

reason, students needs to be highly motivated to arouse their interest in mathematics.

Inadequate motivation leads to low interest and discouragement in mathematics.

When students are discouraged in their course to pursue mathematics, it leads low

self-efficacy which in turn leads to poor academic performance in the subject.

3. Socio-Economic Factors: The socio-economic factors as stated earlier in this study

refers to the financial constraints on students and their parents alike. The data

gathered from the interview show that socio-economic factors is a contributing
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factor in the teaching and learning of PDEs (see Table 4.2). The socio-economic

factors were not included as one of the questions for the interview but was considered

as a factor by 40% of the respondents. Students were of the view that socio-economic

factor (financial constraints) affects their learning process. According to the students,

these financial constraints makes them loose concentration during lessons. Those

who considered this as a factor stated that coming to school with all these financial

challenges does not only de-motivate you but makes you lose concentration during

teaching and learning processes.

This factor affected the engagement and the exploration stage of the 5E instructional

model since it de-motivates the students as well. According to Howie (2006)

and Gunaseelan and Pahanivelu (2016), ”socio-economic status is determined to

be a predictor of mathematics achievement” and affects students’ performance

in mathematics. According to Ma and Klinger (2000) cited in Gunaseelan and

Pahanivelu (2016), socio-economic status was found significant in primary

mathematics and science achievement scores. Bed (2017) was of the view that

economics status of parents is one an important aspect of parents’ factor in studying

mathematics and it determine the children’s education. Belhu (2017) also considered

income as a major factor affecting the conceptual understanding of mathematics.

The challenges associated with this factor are lack of concentration on the part

of the students, de-motivation and poor mathematics performance. It is obvious

that, if students loose concentration in the classroom, it will be difficult to get

the conceptual understanding of the subject matter and will definitely lead to poor

academic performance in the subject.

Conceptual Factors

1. Students’ ability to recall and apply pre-requisite knowledge: The study revealed

that, most of the students were unable to recall and apply previous relevant knowledge

which are pre-requisite to partial differential equations (PDEs). That is, most of the
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students were unable to apply their knowledge on ordinary differential equations,

differential and integral calculus for example, in finding solutions to partial differential

equations (see Table 4.2). This actually affected both the exploration and the

elaboration as well as the evaluation stage of the 5E model of instruction and

served as a setback in the entire inquiry process. Forgetfulness is the major key

in this scenario. For example, most of the students could barely recall and apply

most of the concept they learnt on Ordinary Differential Equations (ODEs). Most

of the students for example could not link boundary-value problems in ordinary

differential equations to the partial differential equations when its application was

needed in solving heat and wave problems. Again, some of the students could not

realize they could use separation of variables in solving the resulting characteristic

dx
x

=
dy
y

=
du

xe−u

of the partial differential equation

xux + yuy = xe−u

Students were of the view that, they could have retained most of the concept learnt

on ODEs if PDEs follows ODEs in the next semester. Other areas students have

forgotten include differential and integral calculus, trigonometric functions and

their identities as well as some concept of geometry. For example, almost all

the students could not realize that, in series which appeared during the process

of solving heat and wave equations,

einπ = e−inπ = (−1)n
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because they have forgotten their lessons on Euler formula for polar coordinates

and how they are related to trigonometric functions. So, resulting integrations like

∫
π

π

(e−inπx− einπx)dx

is zero (0) but some obtained results like

∫
π

π

(e−inπx− einπx)dx =
2
in

(
einπ + e−inπ

)
and many more different answers.

According to the students, their inability to recall previous knowledge on ordinary

differential equations (ODEs) for example is due to the fact that, PDEs is learnt one

and half years after ODEs. The situation could have been improved if PDEs follows

immediately after ODEs. Rohrer and Pashler (2007) attributed students’ inability to

retain what they have learnt to duration of the study and the temporal distribution

of the study time and this confirms the students’ claim. The main challenge that

this factor (see Table 4.3) imposes on the student is that, they are unable to apply

this requisite knowledge in solving either a given problem or the problems that

comes out from the models. It also made it difficult for them to deduce some of the

models during the inquiry process. Most of the students have challenges in solving

Ordinary Differential equations which is an immediate pre-requisite for partial

differential equations. Also, some of the students have challenges in differentiation

and integration of certain key functions like trigonometric and inverse trigonometric

functions, hyperbolic and inverse hyperbolic functions, exponential, logarithmic

functions and combinations of these functions.

2. Computational Ability: Computational ability which was referred to as arithmetic

ability by Gunaseelen and pazhanivelu (2016), consist of skills and techniques

such as manipulation of mathematical knowledge and concepts in the manner that
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transforms their meaning and implications. It is the third most influential factor

according to the study (see Table 4.2). In the study, it was realized that, most of

the students were unable to solve some of the partial differential equations because

they could not integrate the resulting characteristic equation due to its complex

nature. For example, some of the trigonometric functions have to be written in

different forms (identities) or needs to be written in exponential form in order

for their integration to be easy or possible. And students’ inability to re-write

these trigonometric functions in their corresponding identities makes it difficult to

integrate them.

In finding solutions to first-order quasilinear PDEs for example, it is very important

to recognize how to re-write the resulting characteristic equations in different form

(”algebraic manipulation”) so that it can easily be solved. For example, students in

solving a quasilinear PDEs after coming with the characteristic equation

dx
x(y2 +u)

=
dy

−y(x2 +u)
=

du
(x2− y2)u

could not recognized that for any equivalent fractions

a
b
=

c
d

it is always true that

a+ c
b+d

=
a
b
=

c
d

and
a− c
b−d

=
c−a
d−b

The students must be able to re-write or transform some trigonometric functions to

exponential functions or an equivalent trigonometric function in order to integrate

or differentiate. They could hardly see that some functions need to be re-written

or rationalize in order to make integration simple. This confirms Gunaseelan and

Pazhanivelu (2016) view that “computational ability (arithmetic ability) allow

172

University of Education, Winneba http://ir.uew.edu.gh



students to interpret, analyse, synthesize, generalize or hypothesize the facts and

ideas of mathematics”. The lack of computational ability affected the progress

of the elaboration stage of the 5E instructional model. To help in minimizing the

challenges that associated with this factor, some of the concepts required to do these

computations were reviewed as they unfold in the process. The computational

ability is also classified as a modelling factor because after the model has been

developed through the inquiry process, there is the need to solve the model as well.

You also need the computational ability to formulate the model. For example, if the

model is about the rate of change of one variable with respect to another variable,

then one’s ability to compute the derivative of integral of functions is needed.

The inquiry-learning process requires that, students have problem-solving skills

and should be able to some extent, self-instruct themselves. But the challenges

students face due to their computational ability is lack of problem-solving skills and

ineffective self-instructions. Students during the inquiry-process are expected to do

some basic computations which leads to the formulation of the models, but these

challenges associated with their inability to perform some computations hinders

their progress during the learning process.

Technological Factors

1. Availability of I. C. T. Tools: An ICT driven teaching and learning is very important

in our instructional delivery systems. Simulation and graphical representation of

concepts are very important during teaching and learning in the classroom. But

the inadequate ICT tools have made demonstration of ideas and its subsequent

practice by the students very difficult. Every demonstration in a classroom should

be followed by hands-on activity but the inadequate ICT tools serves as a barrier

to these hands-on activities. Students’ view on the availability of the ICT tools

(see Table 4.2) was that instructors’ demonstration should be followed by hands-on

activity but unfortunately that has not been the case. They were of the view that,
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the instructor’s demonstration of the simulations on the projector should have been

followed by hands on but unfortunately only a few students have access to laptops

which gave just of few of them to do immediate hands on.

Majority of the students were unable to do hands-on activity during and after the

instructional period because the ICT tools (computers and programmable calculators)

available were in a poor state and so most of the students have challenges in using

these tools to investigate solutions of the PDEs which could have enhance their

conceptual understanding and reduce heavy computational load. The inadequate

ICT tools affected the exploration stage of the inquiry process. Because there were

not enough computers for the students to simulate most of the processes, two or

three students have to use one computer and this also affect the output of the study.

Inadequate ICT tools, poor state of available ICT tools, lack of hands-on activity

and difficulties in using the ICT tools were some of the challenges associated with

availability of ICT tools. Because the ICT tools available were inadequate and

those which were available were not in good state, most of the students were not

able to do hands-on activity during instructional delivery.

2. Computer Application for Mathematics: The use of computer applications in

simulation and graphing of solutions help students to understand the concept

underlying PDEs. It is the seventh most influential factor in the teaching and

learning of PDEs (see Table 4.2). However, the difficulties in getting these relevant

applications for teaching and learning contributes to the setbacks in the teaching

and learning process. Students were of the view that they lack these applications

that could have been used to simulate or demonstrate most of the concept in the

absence of real-life demonstrations. This also has contributed to the difficulties

they faced in understanding of concepts being taught. They stated that the use of

computer applications for mathematics helps in simulation of solutions and nature

of PDEs and so have influence positively in the teaching and learning of PDEs.
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It was obvious from the interaction (interview) with the students that, even though

students took a course on computer tools for mathematics (Octave, GeoGebra and

Microsoft Excel), most of them have forgotten how to apply or use these software to

simulate or draw graphs of the solutions to the PDEs. In this study, students were

limited to GeoGebra and Microsoft Excel which cannot at all times simulate the

nature of the partial differential equations and their solutions for better understanding.

This in the study, also affected the exploration stage of the study as students were

finding it difficult to visualize most of the processes. By using educational software

(computer application), teachers’ roles are significantly changed since the very

organization of different classes changes (didactics-methodology components include

methods, forms, principles and organizing of the teaching process with all phases

of the teaching process: the processing of new materials, repetition, exercises,

and testing of taught and acquired materials) (Metodički, 2011). The challenges

associated with lack of computer applications to mathematics are inadequate classroom

practices and students’ inability to present most especially three-dimensional graphical

representation of solutions.

Modelling Factor

Comprehension: Comprehension in this study refers to one’s ability to read

and understand the problem presented. It is the 5th major factor affecting teaching and

learning of PDEs (see Table 4.2). It was realized in the study that, some of the students

have difficulties in the interpretation and analysis of the questions when it comes to

application questions. According to the students, they sometimes have difficulties in

interpreting some of the problems most especially when it comes to problems involving

application of the concept learnt. They have challenges in comprehending the problems

which leads to their inability to form the mathematical model out of them.

This is obviously the reason why students most of the time avoid application questions.
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Students’ inability to comprehend what they read really affect their understanding of

PDEs. These challenges manifested during the exploration and elaboration phases of

the 5E instructional model. At the exploration stage, some of the students were finding it

difficult to interpret and analyse the activities and how to translate them to mathematical

statements. At the elaboration phase, some of them have challenges in comprehending

the given problem which requires the application of concept learnt. Research have shown

that, how students experience situations affects their problem-solving processes and so

the comprehension of the situation is a relevant factor when solving word problems

or real-life application problems (Belhu, 2017; DeCorte et al., 1985). According to

Österholm (2006), “there is a complex relationship between comprehension and problem-solving”.

Polya (1990) cited in Mustafa (2017), found out that reading comprehension process

is followed by planning for solution and planning implementation steps. So, students’

inability to comprehend the problem given results in difficulties in finding solution to that

problem. This factor affected both exploration and the elaboration stage of the teaching

and learning process. Several challenges are associated with the students inability to

comprehend the problem assigned to them. A few among them is lack of understanding

of the problem which hinders the students ability to interpret and analyse the problem and

lack of self-efficacy. Self-efficacy reflects confidence in the ability to exert control over

one’s own motivation, behaviour, and social environment and if the students lack it, then

he loses his or confidence.

Other modelling factor includes computer application to Mathematics. Some models

require several iterations in order to get the rule and variables for the model and in such

cases, one’s ability to use computer applications is a necessity or relevant. Apart from

that, some of the models cannot be solve analytically, there is the need to apply numerical

approach which may require several iterations or simulations. The need for computer

applications is relevant in such situations as well.
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5.1.2 Impact of the use of IO-IA on teaching and learning of PDEs

Research Question 2: How does the use of inquiry-oriented instructional approach

(IO-IA) impact on teaching and learning PDEs in the undergraduate level?

Research question two sought to find out how the use of the inquiry-oriented instructional

approach (IO-IA) impact on the teaching and learning of PDEs. In all the three phases

of the treatment, the experimental group performed better than the control group in

the method they employed in solving partial differential equations (PDEs) (see tables

4.18, 4.20, 4.22, 4.24, 4.26 and 4.28). The p-values were all less than 0.05 indicating

a significant difference in the performance of the two groups. Most of the students in

the experimental group were able to identify the appropriate method of solving the given

PDEs as compared to those in the control group. For the concepts of PDEs, the p-value

of 0.000 in all the phases (see tables 4.18, 4.20, 4.22, 4.24, 4.26 and 4.28) indicate that

the experimental group had a better conceptual understanding than their colleagues in

the control group. The results showed that most of the students in the experimental

group were able to interpret the solutions to the PDEs as compared to their colleagues

in the control group. This show that the IO-IA had a positive impact on the conceptual

understanding of PDEs as compared to the traditional method of teaching.

The results from the study indicate that in all the phases, there were significant differences

in the performance of the two groups in favour of the experimental groups. Since in

all the phases, the experimental group performed better, it can therefore be confirmed

that the inquiry - oriented instructional approach of teaching and learning (IO-IA) PDEs

improved the performance of the students. So, IO-IA is more effective in teaching PDEs

as compared to the traditional method. It can therefore be concluded that there was an

improvement in the performance of the experimental groups on the methods of solving

partial differential equations as well as the concept of partial differential equations.

This indicates an improvement in the total performance of the experimental group over
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the control group.

The results confirm the findings made by several researchers in the inquiry-learning

process. Friesen and Scott (2013) confirmed that inquiry-based approach to learning

positively impact students’ ability to understand core concepts and procedures. Also,

Kwon et al (2005) and Rasmussen et al (2006) stated that the students who were taken

through the inquiry-oriented approach (inquiry-oriented differential equations) regardless

of their academic background and gender differences, outperformed traditionally taught

comparison students on the post-test.

5.1.3 Challenges Associated with the use of IO-IA

Research Question 3: What are the challenges associated with the use of the inquiry-

oriented instructional approach (IO-IA) in the teaching and learning of PDEs in the

undergraduate level?

Even though there were several challenges affecting the implementation of the IO-IA,

the most pertinent ones are time constraints, motivation and lack of access to ICT tools

and simulation software. These challenges negatively impacted on the implementation

of the IO-IA. Other challenges include lack of investigative techniques on the side of the

students, students’ inability to recall pre-requisite knowledge of some topics previously

treated, management, assessment and response to emerging questions.

1. Inability to present real-life applications: The difficulties in presenting a real-life

situation for student to verify the concept of PDEs was a major challenge. This

challenge made presentation of systematic investigations a major challenge to the

instructor and the students as well. Also, the scarcity of computer tools

and simulation software that would have further helped students to visualize the

outcome of their investigations also negatively affected the outcome of the inquiry

process.
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2. Time Constraints: The implementation of the IO-IA is time demanding not only in

terms of instructional delivery but most especially, during the inquiry process by the

students. The students needed ample time during their investigation to be able to get

the right results. But unfortunately, the lecture is once a week with 3-hour duration

and the instructor had 12 weeks in the semester. This means that the instructor has

only 12 meetings with the learner. This is not enough for full implementation of the

IO-IA For this reason, some of these investigations were carried out by the students

in their halls and hostels. This did not support effective group work among students.

Students did not have enough time to meet to continue the investigation due to the

numerous activities students faced outside the classroom. It was realized from the

study that, sometimes it takes more than a lesson for the students to come out with

the findings and generalization of the task assigned them. For the instructor to be

able to minimize these challenges, extra tuition was organized.

Keiser and Lambdin (1996) research on time constraints revealed that one of the

biggest frustrations associated with teaching is the difficulty in moving at

a reasonable pace because of uncertainty of which lesson requires more time as

well as the students’ ability to quickly understand the concept being presented.

To minimize the effect of time constraint on the implementation of the IO-IA,

extra tuition was sometimes organized for students to catch up with the lost time.

Teaching in the spirit of the current mathematics education reform movement may

be highly dependent upon flexibility in class scheduling. Innovations in teaching

mathematics (e.g., increased group work, writing, extended projects, and alternative

forms of assessment) seem to require additional time, and new ways of thinking

about using class time (Jane & Diana, 1996).

3. Inadequate access to ICT tools and Simulation Software: The computer

laboratory where most of the simulations took place during the instructional delivery,

had only 18 working computers which was used by 109/91 students. This was a

setback to the progress and effectiveness of the students’ investigations. According
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to Farrel et al. (2007), among the numerous challenges of integrating ICT into

teaching and learning in tertiary institutions are the inadequate ICT materials and

limited access to computers and internet to large number of students. Sarfo and

Elen (2014), on their study on the topic, “Towards an instructional design model for

learning environments with limited ICT resources in higher education”, considered

limited ICT resources as a major barrier to successful integration of ICT in teaching

and learning. Apart from the inadequate ICT tools, it was difficult to get appropriate

simulation software to help students to visualize what they were being taught. For

example, it was difficult for students to generate waves and measure the wave length

and amplitude with the resources available. Even though guitars and/or drums are

useful real application of waves for example, the institution lack the equipment that

could be used to measure the amplitude and wavelength of the waves generated.

For this reason, the instructor relied on videos simulations from YouTube and other

online resources to help students to visualize heat transfers and wave generation

among others. Also, mathematical model requires a lot of experimentation and

simulations and the inadequate ICT tools was a major setback in that direction.

ICT tools include computers, tablets and graphic calculators and other machinery

that help in our computations and graphing. The simulation software on the other

hand are the mathematics applications like GeoGebra, MATLAB and so on that

are installed on the computers and tablets. Because of the inadequate computers

in the laboratory coupling with few simulation software, it made it difficult for the

researcher to simulate or demonstrate most of the concept learnt. For example,

it was difficult for students to generate waves and measure the wave length and

amplitude with the resources available. According to Sarfo and Ansong-Gyimah

(2010), despite the passing into law, “Ghana’s ICT for Accelerated Development

(ICT4AD) Policy” in 2014 by parliament, the implementation of ICT policies and

infrastructure for ICT to facilitate research, teaching and learning have been without

problems. These problems include poor maintenance system of ICT tools, inadequate
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ICT resources (computer hardware and software and internet). For this reason, not

all students have access to computers due to the high cost of ICT tools (Sarfo &

Ellen, 2014). Even though guitars and/or drums are useful real application of waves

for example, the institution lack the equipment that could be used to measure the

amplitude of the waves generated. For this reason, the instructor had to rely on

videos from YouTube and other online resources to help students to visualize heat

transfers and wave generation as well.

4. Lack of Investigation Techniques: Scientific investigation techniques are mostly

complicated and requires a high level of precision and carefulness. For this reason,

the students require investigative skills in order to conduct these scientific

investigations. According to Althauser (2018), constructivist approach to teaching

encourages deep learning approach on the side of the learner and this can only be

achieved if students are allowed to investigate on their own and comes out with

solutions and models. Unfortunately, these are the qualities the students did not

possess. This had a negative impact on their results since they do not have the

requisite skills to formulate the right questions and organize their data. In some

cases, the instructor has to intervene in these areas. For example, the instructor

has to guide the students on the variables they are supposed to measure and the

questions they should ask themselves which would lead to these variables. Some of

the task were also framed as step-by-step questions which the students answered

as they move along with the procedures (see Appendix II(a-d)). The IO-IA is

student-centred especially during the exploration phase and for that matter students

were to do most of the investigation by themselves to come out their own idea as

described by the constructivist theory of learning. Students’ lack of investigative

techniques affected the exploration phase of the treatment.

5. Students’ inability to apply pre-requisite knowledge: The students’ inability to

apply their pre-requisite knowledge on subject areas like Calculus and ODEs, was

a major challenge. During the formulation of mathematical models, pre-requisite

knowledge on some areas like ordinary differential equations (ODEs), Calculus,
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geometry, linear algebra and the likes which are supposed to serve as the basis for

the formulation of the mathematical models have been forgotten. For this reason,

students were not able to properly formulate the mathematical models and were also

finding it difficult to solve some of the questions that arouse from the investigations.

Integration of some key functions in trigonometry, natural logarithms and so on

have been forgotten by students. Also, it was realized from the study that, students

were unable to apply their pre-requisite knowledge on data organization and results

interpretation. This was a barrier to the inquiry process as students found it difficult

to organize their data in order to give a meaningful interpretation to the results. This

challenge affected the exploration and the elaboration phase of the 5E instructional

model. According to Bed (2017), “mathematical pre-knowledge is the infrastructure

as well all-round development of students in the mathematics sectors. Those students

who have lack of sufficient prior knowledge did not want to learn and could not get

success in the further level”. Students’ inability to apply pre-requisite knowledge

means the instructor would have to feed the students with all that and this marred

the innovativeness of the students’ learning process.

6. Inadequate Motivation: The data gathered from the observations suggested that,

inadequate motivation is a major challenge in the teaching and learning of PDEs.

The nature of the IO-IA requires that students are highly motivated as compared

to the traditional method of teaching. To highly motivate students, one of ways

is to arouse the interest of the learner in the investigation. This mostly is done

through presentation of real-life application and importance of the PDEs. But

because of the difficulties in finding the real-life application of most of the concepts

in our environment, arousing the interest of the students in some cases was a

major challenge. Most of these real-life applications was demonstrated through

short-videos from “YouTube tutorials” which fails to address the issue of hands-on

experience by the students. According to Duran and Duran (2014), students must

be highly motivated during the engagement phase of the 5E instructional model

cycle and one of the ways is the introduction of the students to the application of
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the upcoming subject matter. It was observed from the treatment that, the design

could not address some of the motivational challenges adequately because of the

difficulties in getting a real-life situation. For example, in the derivation of the wave

equation, even though the researcher could easily get access to drums and guitar,

the instrument to measure the amplitude of the vibrating string at any point on the

string was not available. For this reason, the researcher resulted to online videos

for the demonstration which is a hindrance when it comes to hands-on activities.

So even though some sorts of motivation were provided during the study, it was not

done to the expectation of the researcher due to these challenges. This challenge

negatively affected both the engagement and exploration stage of the treatment.

7. Assessment: The various sub-groups must be assessed from time to time throughout

the inquiry process in each lesson and this was a big challenge for one instructor.

The role of a teacher in the assessment of students is to watch, listen, ask questions

and give feedback. A role which is difficult when it comes to inquiry process

with so many students. A teacher can observe only one activity at a time and

the inquiry process with multiple activities makes it difficult to go along with such

a role. Also, you can listen and ask questions one at a time. A task which is also

difficult for the instructor in classroom in which so many students are going through

an inquiry process. This challenge also reduced the intensity of the feedback to

the students. It also made it difficult for the instructor to lay more emphasis on

formative assessment and thus leaves the instructor to look more into summative

assessment. Also, the progressive assessment of individual students’ group from

investigation through formulation of inquiry questions, conduction of the

investigation and formulation of models to articulate answer in detailed was a major

challenge. Summative assessment in inquiry process may not be the best way to

assess students. This is because inquiry-based learning is not content bound only

but cognitive as well. According to Gatt and Zammit (2017), summative assessment

does not tend to be conducive to inquiry-based learning as inquiry skills tend to be

cognitive process and not content bound. This means that the paper and pencil
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made test was not the best form of assessment for the study.

8. Class Management: The inquiry process leads to multiplicity of investigations

from different students. The multiple investigations being carried out at the same

time by different sub-groups makes it difficult for the instructor to response to

all emerging queries in order to provide an inquiry-based support. This problem

emerges from the large number of students coupling with inadequate ICT tools.

There is the need to be able to organize and manage complex and extended activities.

According to Edelson, et al. (1999), students are not tasked to manage extended

complex process in traditional educational activities. But scientific investigation

requires planning and coordination of activities and management of resources and

work products. These new tasks requires good class management because if students

are unable to organize their work and manage extended process, they cannot engage

in open-ended inquiry or achieve the potential of inquiry-based learning (Edelson

et al., 1999). This situation requires that more than one instructor is needed during

the inquiry process. To minimize these challenges, the instructor sorted the service

of other personnel to assist in these processes.

5.2 Summary

Inquiry-oriented instructional approach (IO-IA) requires planning and skills in

• the provision of students with experiences in learning that stimulates curiosity

which is a motivating factor when it comes to inquiry processes.

• the development of relevant questions in both the individual bases and group basis

which are in a sequence that guides students to perform their own inquiry-oriented

learning.

• the management of multiple students’ investigations and questions so as to be able

to provide an inquiry-oriented feedback to the participating students at the same

time.
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• the continuous assessment (formative and summative) of the progress of the students

right from the exploration of the task through the inquiry process to articulating of

solutions to the problem or task.

• provision of inquiry-based support to students.

• responding to students’ emerging queries and giving feedback to students during

the inquiry process.

The results of the study showed that the IO-IA helped students to develop conceptual

understanding of PDEs. It inculcated in them the ability to reason logically and helps

them to use the results obtained to make informed decisions on the real-life application

of PDEs.
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Chapter 6

SUMMARY OF FINDINGS, CONCLUSIONS AND

RECOMMENDATIONS

6.1 Overview

This chapter consist of summary of major findings of the study, the implication of these

findings, the conclusion drawn on the study, the recommendation by the researcher and

suggestions for further studies.

6.2 Summary of the Study

The study investigated the impact of the inquiry-oriented instructional approach (IO-IA)

on teaching and learning of partial differential equations (PDEs) in undergraduate student.

The study focused on the use of IO-IA to help students develop problem-solving skills

and mathematical thinking/reasoning ability so as to inculcate in them positive attitude

towards PDEs in particular and mathematics in general. This study adapted the Inquiry-

Oriented Differential Equations (IO-DE) project conducted by Rasmussen and Kwon

(2007) on the teaching and learning of ordinary differential equations (ODEs). The study

extended the inquiry-based teaching approach to PDEs as well. This study was relevant

because in the field of applied sciences and economics, PDEs play a major part and hence

the need for effective way of teaching it.

The selected population for the study was the entire undergraduate mathematics education

students in the University of Education, Winneba (UEW). A purposive sampling technique

was used to select 400 students from two consecutive academic years: 2016/2017 and

2017/2018 academic years. The selected students in both academic years were the level
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400 students and were selected because PDEs is taught at that level. There were 218 level

400 students in the 2016/2017 academic year and 182 level 400 students in the 2017/2018

academic year. The selected students in each year group were put into two groups:

control and experimental group. The study employed sequential explanatory design. This

according to Shavelson et al (2003) will help teachers to discover, test and build theories

of teaching and learning, and produce instructional tools that survive challenges found in

everyday practice. It also improves students’ retention. The concept underlying the IO-IA

was adapted from the 5E instructional model proposed by Bybee and Landes (1990).

The 5E instructional model consist of five stages: engagement, exploration, explanation,

elaboration and evaluation. The study adapted the inquiry-oriented differential equations

(IO-DE) project by Rasmussen and Kwon (2007). The theory behind the study was based

on cognitive psychology and constructivist- learning theory. Cognitive psychology is the

area of psychology that focuses on internal mental processes like thinking, decision-making,

problem-solving, language, attention, and memory while the constructivist-learning theorem

is based on the view that, students are active thinkers and so, they construct their own

understanding from interactions with phenomena, the environment and other individuals.

Three data collection methods were used during the study: observation, test and interview

(semi-structured interview). The test was conducted after each phase of the study in both

academic years. After each test, a random sampling procedure was used to select five

students from the experimental group for the interview. In all, a total of 30 students

were interviewed in the two academic years. Observation were also made during the

inquiry-process and during the marking of the confirmation test. The observations and

the interview helped the researcher to identify the factors affecting teaching and learning

of PDEs. The confirmation test helped the researcher to access the impact of the IO-IA

on teaching and learning of PDEs and challenges in implementing IO-IA. The average

score for each group were compared using the independent sample t-test for equality of

means.
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6.3 Summary of Major Findings of the Study

1. On the issue on the factors affecting teaching and learning of PDEs, the study

identified 7 major factors.

(a) Instructional strategies and methods: This refers to the instructional approach

and the various methods used by the teacher during the lesson delivery.

(b) Students’ ability to recall and apply pre-requisite knowledge in solving PDEs:

This refers to students ability to retain knowledge gain on pre-requisite courses

like ordinary differential equations, differential and integral calculus,

trigonometry and so on and apply them in solving PDEs.

(c) Computational ability: This refers to the skills and techniques such as the

manipulation of mathematical ideas and concepts for the transformation their

studies on PDEs.

(d) Availability of I.C.T. tools: This refers to the ICT tools like computers, graphic

calculators and organizers that help the students to graph solutions of equations

and simulations of equations.

(e) Comprehension: This refers to the students ability to read and understand the

problem presented to them.

(f) Motivation: This refers to anything or information that arouse the interest and

curiosity of the students to make them eager to want to know more about the

subject matter.

(g) Computer Applications for Mathematics: This refers to computer applications

that helped the students to simulate solutions or behaviour of solutions of

given partial differential equations so that they can visualize what is being

taught in the classroom.

(h) Other factor that was identified but was not considered as a major factor

was socio-economic factors which in this case is the financial constraints
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on students during the entire semester which reduces their attention in the

classroom during instructional hours.

2. In the investigation of the how the use of the IO-IA impacts on the teaching and

learning of PDEs, it was realized that the IO-IA impacted positively on the teaching

and learning of PDEs. The significant-value for t-test for equality of means in all the

phases for the two academic years were found to be less than 0.05 (see Table ??).

This indicated that there were significant differences in the means of the control and

the experimental groups in each of the phases. The IO-IA therefore, have a positive

impact on the teaching and learning of PDEs because it improves their performance

in PDEs.

3. On the issue of the challenges associated with the implementation of the IO-IA, the

study identified the following challenges:

(a) Time constraints: This refers to the instructional time allocated per week

as well as the number of weeks within the semester that is required by the

instructor to deliver the lesson. This by the nature of the IO-IA, will not be

enough if the approach is to be used in the entire course.

(b) Inadequate ICT tools and simulation software: This refers to inadequate

computers and graphic calculators as well as computer software that is used

for graphing and simulations of the equations and their solutions.

(c) Lack of investigation techniques on the side of the students. This refers to

students lack of in-depth knowledge on formulation of right inquiry questions

and organization of data.

(d) Students’ inability to apply pre-requisite knowledge: This refers to students’

inability to apply pre-requisite knowledge like data organization and analysis

which is an area in statistics during the investigation and calculus and ordinary

differential equations which are pre-requisite partial differential equations, in

finding solution to models which came out of the inquiry process.
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(e) Inadequate motivation: This refers to the need to arouse the interest of the

students as well as to make them more curious so that they will be eager to

learn more on the PDEs.

(f) Assessment: This refers to the type of assessment that must be used to assess

the level of understanding of the students. The study revealed that, summative

assessment is not the best way but the progressive assessment to articulate

answers in detail was a great challenge.

(g) Management: This refers to the instructor’s ability to assist all the students

during the inquiry process and the provision of responses to students’ emerging

questions.

6.4 Conclusion

In our day-to-day teaching of PDEs and mathematics in general, there is the need to

present the subject matter as practicable as possible. There is also the need for students to

develop problem-solving skills and also think critically and analytically in order to apply

what they have learnt to solve problems in our environment. According to Barrow (2006),

since 1910, there have be call to move teaching and learning of science and mathematics

from the traditional method of learning which lacks critical thinking and problem-solving

skills to an inquiry-based teaching and learning which inculcate in students critical thinking

and analysis and problem-solving skills. This study adds on to the various inquiry-based

teaching and learning approaches which have conducted by several researchers (Barrow,

2006; Kwon, 2008; Rasmussen & Kwon, 2007; Rasmussen et al., 2017; National Research

Council, 2000).

The study identified four categories of factors affecting teaching and learning of partial

differential equations (PDEs) in particular and mathematics in general. These factors

include pedagogical factors, conceptual factors, technological factors and modelling factors.

The pedagogical factors include instructional strategies and methods, motivation and
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socio-economic factors. The conceptual factors consist of students’ ability to apply

pre-requisite knowledge and computational ability. The technological factors include the

availability of ICT tools and computer applications to mathematics while the modelling

factors consist of comprehension, computational ability and computer applications to

mathematics.

The study also shown that, the inquiry-oriented instructional approach (IO-IA) provides

conceptual understanding and inculcate in them critical thinking, analysis and problem-

solving skills of partial differential equations. The IO-IA serves as a guided instructional

sequence for the students and the reinvention of the mathematical procedures which helps

students emerge from conceptual knowledge and led to a longer retention of knowledge

of partial differential equations. This confirms similar studies made by Rasmussen and

Kwon (2007), Kwon (2008) and National Research Council (2000) just to mention a few.

Despite these advantages of the IO-IA, the study revealed that inability of teachers to

present real-life application in most of the topics in PDEs, time constraint and inadequate

access to ICT tools and simulation software are some of the major challenges facing the

implementation of IO-IA in teaching and learning of PDEs. Others challenges include

lack of investigative techniques on the part of the students, students’ inability to recall

pre-requisite knowledge like ordinary differential equations, calculus, linear algebra, geometry

and so on, inadequate motivation, assessment and class management.

In all, the study revealed that, the IO-IA developed the problem-solving skills among

students. It inculcated in the students, positive attitude towards PDEs and help them to

think critically and analytically.
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6.5 Recommendations

The study recommends that:

1. Teachers should integrate inquiry-oriented instructional approach (IO-IA) in the

teaching of PDEs in particular and mathematics in general.

2. Teachers should adapt measures to help students improve on their computational

ability and investigation techniques so that they will be able to apply what they

have learnt in subsequent topics or subject which requires these skills.

3. Teachers should find a better way of motivating students (internally and externally)

so that it will serve as a springboard for them to begin investigations on the application

of PDEs in particular and mathematics in real-life.

4. Teachers should teach students investigation techniques so that with little or no

guidance they will be able to use the inquiry-process to come out with their own

ideas.

5. Students should realize the need for constant revision of courses learnt in order to

reduce forgetfulness of concepts learnt.

6. Students should work on their comprehension so that they can interpret their assign

task and do same during application of concepts on real-life.

7. Students should learn to investigate real-life problems on their own and take measures

to find solutions to them. This will help them to develop problem-solving skills

8. Students should also practice application questions so that they will be able to

develop problem-solving skills and investigative techniques.

9. Mathematics departments of higher learning should also provide the needed ICT

tools and software that will help teachers to explain the concepts and also help

students during their investigations.
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10. The mathematics departments in our institutions of higher learning should adopt

small class size so that teachers will be able to effectively integrate IO-IA in their

teaching.

11. The mathematics departments in our educational institutions should provide

mathematics laboratories equipped with all relevant ICT tools and stimulation software

and internet connectivity to make teaching and learning of mathematics as practicable

as possible.

6.6 Suggestions for Further Studies

The following suggestions were made for further studies:

• The study should be replicated in other subject areas like vectors and mechanics,

differential and integral calculus as well.

• A further study should be done on the causes of students’ inability to recall previous

mathematical concepts learnt.
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APPENDICES

Appendix I: Test Items

Appendix I(a): Diagnostic Test for Pilot Study

1. Show that y(x) = x−
3
2 is a solution to 4x2y′′+12xy+3y = 0 for x > 0.

2. What is the actual solution to the IVP

(a) 2ty′+4y = 3,y(1) =−4?

(b) 2y′− y = 4sin(3x),y(0) = y0?

3. Solve the differential equation 2xy−9x2 +(2y+ x2 +1)dy
dx = 0

4. Given that y′′−4y′−12y = 3e5t , determine

(a) the homogeneous solution.

(b) the particular solution.

(c) hence find the solution of the given equation.

Appendix I(b): Pilot Study Test

Appendix I(b)(i): Pilot Study Test 1

Instructions: Answer all questions.

1. Which of the following operators are linear?

(a) Lu = ux + xuy

(b) Lu = ux +uuy

(c) Lu = ux +uy +1

(d) Lu = ux +u2
y

(e) Lu =
√

1+ x2(cosy)ux +uyxy−
[
tan−1

(
x
y

)]
u

2. For each of the following state whether it is homogeneous or non-homogeneous,
linear, semi-linear, quasilinear or fully nonlinear.

(a) ut−uxx +1 = 0

(b) ut−uxxt +uux = 0

(c) utt−uxx + x2 = 0

(d) iut−uxx +
u
x = 0

(e) ut +uxxx +
√

1+u = 0

3. Show that u = f (xy), where f is an arbitrary differentiable function that satisfies
xux−yuy = 0 and form this differential equation using the functions sin(xy), ln(xy),exy

and (xy)3. What can you say about these functions in relation to the given PDE?
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Appendix I(b)(ii): Pilot Study Test 2

Instruction: Answer all questions.

1. Solve the transport equation ut +3ux = 0 given the initial condition u(x,0)= xe−x2
,x∈

R.

2. Solve 2yux+(3x2−1)uy = 0 by the method of substitution. If the arbitrary function
f of the general solution is given by f (p) = sin p, draw the graph of the particular
solution.

3. Solve the equation (1+ x2)ux +uy = 0. Sketch some of the characteristic curves.

4. (a) Solve the equation yux + xuy = 0 with u(0,y) = e−y2
.

(b) In which region is the solution uniquely determined?

Appendix I(b)(iii): Pilot Study Test 3

Instruction: Answer all

1. Solve the Cauchy problem x2ux− y2uy = 0, where u→ ex as y→ ∞. Draw the
characteristic curve for the solution.

2. Find the general solution of (y+u)ux +(x+u)uy = x+ y.

3. Consider the equation ux +uy = 1, with the initial condition u(x,0) = f (x).

(a) What are the projections of the characteristic curves on the (x,y) plane?

(b) Solve the equation.

4. A river is defined by the domain

D = {(x,y)||y|< 1,−∞ < x < ∞}.

A factory spills a contaminant into the river. The contaminant is further spread and
convected by the flow in the river. The velocity field of the fluid in the river is only
in the x direction. The concentration of the contaminant at a point (x,y) in the river
and at time t is denoted by u(x,y, t). Conservation of matter and momentum implies
that u satisfies the first-order PDE

ut− (y2−1)ux.

The initial condition u(x,y,0) = eye−x2
.

(a) Find the concentration u for all (x,y, t).

(b) A fish lives near the point (x,y) = (2,0) at the river. The fish can tolerate
contaminant concentration levels up to 0.5. If the concentration exceeds this
level, the fish will die at once. Will the fish survive? If yes, explain why. If
no, find the time in which the fish will die.
Hint: Notice that y appears in the PDE just as a parameter.
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Appendix I(c): Diagnostic Test for the Study

Appendix I(c)i.: Diagnostic Test 1 for the Study

Instructions: Attempt all questions

1. Suppose that a large mixing tank with a capacity of 900 gallons initially holds 300
gallons of water is which 50 pounds of salt have been dissolved. Another brine
solution with concentration 2 lb/gal is pumped into the tank at a rate of 6 gal/min,
and when the solution is well stirred, it is then pumped out at a slower rate of 2
gal/min.

2. (a) Solve the IVP {
(150+2t)y′+ y = 1800+24t
y(0) = 50

(b) Compute y(150)

(a) Determine a differential equation for the amount of salt A(t) in the tank at
time t > 0.

(b) What is the amount of salt in the tank when it overflows?

3. Solve the following differential equation using the method of undetermined coefficients.

(a) y′′−4y′−12y = 2te− t +3

(b) y′′−4y′−12y = 3e5t

Appendix I (c)ii.: Diagnostic Test 2 for the Study

Instruction: Attempt all questions

1. A 1500 gallon tank initially contains 600 gallons of water with 5 lbs of salt dissolved
in it. Water enters the tank at a rate of 9 gal/hr and the water entering the tank has
a salt concentration of (1+2t) lbs/gal. If a well mixed solution leaves the tank at a
rate of 6 gal/hr, how much salt is in the tank when it overflows? Sketch the graph
of the amount of salt against time for t = 0 to t = 300.

2. Solve the IVP y′+
2y

200+ t
= 18t +9

y(0) = 5

3. Solve the differential equation 2x2y′′−5xy′−15y = t +5e5t
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Appendix I(d): Test 1 for the Study
1. Classify the following partial differential equations by the following: order, linear,

semi-linear, quasilinear, fully non-linear and homogeneity. For example, the equation
ux +uy = u is first-order, semi-linear, homogeneous PDE.

i. uxx +uyy = 0

ii. ut + tux = u2

iii. uut +uxx = sinu+ et

iv. u2
xx + yuyy = exy

v. ut +uxxx−6uux = 0

vi. ut− (x2 +u)uxx = x− t

vii. u2utt− 1
2u2

x +(uux)x = eu

viii. (uxy)
2−uxx = 0

ix. utt + xuxx +ut = f (x, t)

x. uuxx +u2
y = lnu

2. Find 2-dimensional first-order partial differential equation that satisfies each of the
following functions:

i. u(t,x) = et cosx

ii. u(x,y) = x2 + y2

iii. u(t,x) = x2t

iv. u(x,y) = e−x2

v. u(x,y) = ln(x2 + y2)

3. Find two-dimensional second-order partial differential equation that are satisfied
by each of the following functions in question (2).

4. Find a partial differential equation by eliminating a and b from the following equations.

(a) u(x,y) = ax+by+a2 +b2

(b) u(x,y) = ax+(1−a)y+b

Appendix I(e): Test 2 for the Study
Instruction: Answer all questions

1. Use the method of characteristics to find the solution of the following PDEs. In each
case, sketch the paths of the characteristics and the solution using any graphical tool
at your disposal.

(a) ut−ux = 0;u(0,x) = cosx

(b) tut−ux = 1;u(t,0) = e−t2

(c) xut + tux =−xu;u(0,x) = 1− x for x≥ 0

213

University of Education, Winneba http://ir.uew.edu.gh



2. Solve the IVP for u(t,x) at times t ≥ 0 in terms of t and a characteristic variable:

(a) ut +
ux
u = 0 with u(0,x) = u0(x) =

1+ x2

2+ x2

Do the characteristics cross for any t ≥ 0 and if so where and when?

(b) ut +uux = 1 with u(0,x) = u0(x) = 1− 1
2 tanh(x)

3. Consider a one-dimensional road with cars moving along it in one direction only.
If ρ(t,x) denotes the concentration or density of the cars at position x and time t (in
mass/unit length), derive the transport equation for the problem.

Appendix I(f): Test 3 for the Study
Instruction: Answer all questions

1. Consider the one-dimensional heat problem

ut−uxx = e−t sin(3x);0 < x < π; t > 0
u(t,0) = u(t,π) = 0, t > 0

u(0,x) = xsinx;0≤ x≤ π

(a) Solve the problem using the Laplace transform.

(b) Show that the solution u(t,x) is indeed a solution of the equation

ut−uxx = e−t sin(3x);0 < x < π; t > 0

2. A flexible string of length 2cm is stretched horizontally so that one end is at x = 0
and the other at x = 2. While the ends are held fixed, the string is moved vertically
from equilibrium so that the point x is displaced by the function f (x) = x−1 (with
f (x) > 0 or f (x) < 0 depending on whether the point x is moved above or below
its equilibrium position). Hence the shape of the string, is given by the graph of
f (x). Let u(x, t) denotes the (vertical) displacement at time t at point x. The IVBP
(initial-value boundary problem) of the problem is given by

utt = 9uxx,0 < x < 2, t > 0
u(x,0) = x−1,0 < x < 2, t > 0
ut(0, t) = cos(πx),0 < x < 2, t > 0
ux(0, t) = 0, t > 0
ux(2, t) = 0, t > 0

(a) What does the initial conditions u(x,0) = x−1 and ut(x,0) = cos(πx) means?

(b) What type of boundary condition is given in the IVBP and what does it mean?

(c) Compute the Laplace transform of the IVBP.

(d) Using the Laplace transform from (c), find the solution u(x, t). (You may
referred to the Laplace transform table provided at the last page of this paper).

(e) What is the displacement of the string at x = 0.6 after 20 seconds? Describe
the position of the string.
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Appendix II: Activities for the Study

Appendix II(a): The Prediction Task: The Traffic Flow
Imagine a number of cars spread over a one-lane road. The road may not necessarily be
straight. Given that, the traffic density, ρ(x, t), on the road which is associated with a
given position x and time t, is the average number of vehicles per unit length of road at
the specified position and time.

Question: If the one-lane road have traffic with traffic density ρ(x, t) and velocity field
u(x, t), will the traffic density affect the rate at which the cars moved?

The traffic density will definitely affect the rate of movement of the cars. The rate at
which the cars moved is referred to as traffic flow. It is defined as the number of cars per
unit time which cross a given point on the road. The flow rate or traffic flow can also be
referred to as traffic flux. The traffic flux is given by

flux = density×velocity (6.1)

Task 1: If there are 30 cars per kilometer on a road and each car is moving at a speed of
80km/h, how many cars will pass over an observer at the side of the road in an hour?

Answer: The number of cars that will pass the observer in an hour is the flux so

The flux,q = ρu = 30×80 = 2400 cars per hour

Task 2: Let q be the flux. What are the variables that the flux depends on? Write the
equation.

Explanation: The flux depends on the density, ρ, the velocity, u, the point x on the road
and the time, t at that point on the road. The equation is given by

q(x, t) = ρ(x, t)u(x, t) (6.2)

Task 3: Suppose cars cannot enter or leave a one-way of a two-way thoroughfare because
one lane was closed at some point which resulted in confusion which was later settled
down to a steady state. The condition before the closing of the lane was assumed to be
constant and uniform an as such both lanes were having the same density ρ1 and velocity
u1. The condition after the closing of the lane reached a steady state and so was again
uniform on the single lane with u = u2 and ρ = ρ2.

Question: State the relationship that exist between ρ1,ρ2,u1 and u2.

Answer: Since there were two lanes, the flux density before the closing of the lane is
given by

q1 = 2ρ1u1 (6.3)

and the flux density after the closing of the lane is also given by

q2 = ρ2u2 (6.4)
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Since no car can be created nor destroyed, in other words, no car leaves or enter the
region, the conservation law can be applied. So the flux into the closing region must be
equal to the flux out of the closing region and so we have

2ρ1u1 = ρ2u2 (6.5)

If the traffic speed stay the same due to the assumption in equation (6.5), (u1 = u2), the
density must double. Note that, the higher the density, the smaller the traffic speed.

Question: How does flux and density relate to the conservation of the number of cars in
the road when no car leaves or enter the region (the other assumption is that the number
of cars entering the region is equal to the number of cars leaving the region).

Explanation: Let us imagine a number of cars on a particular one-lane stretch with the
assumption that no cars enters or leaves that region. Let x be the distance along the
stretch. If we consider the number of cars on the road from a point x = a to x = b such
that a < x < b at time t, we will be able to find the number of cars within the stretch at
any time t. We can therefore calculate the flux at a and b. That is, the rate of change of
the number of cars in the segment with respect to time. The number of cars is equal to
the difference in the flow rate or flux. If Nab is the number of cars at time t in the region
a < x < b, then the rate of change of the number of cars is given by

dNab(t)
dt

=−q(b, t)+q(a, t) (6.6)

Again, the number of cars at time t in the region a < x < b can be express in terms of the
density function as

Nab(t) =
∫ b

a
ρ(x, t)dx (6.7)

From equations (6.6) and (6.7), we can write the relation

d
dt

∫ b

a
ρ(x, t)dx = q(a, t)−q(b, t) (6.8)

Equation (6.8) is know as the global conservation law for the vehicles on the road.

Question: What does it mean to say q(b, t)> q(a, t) and what happens?

Explanation: If q(b, t) > q(a, t), it means more cars are leaving the region than those
who entering the region and this will result in the number of cars within the region in
time.

We realized that, the fluxes were the same when the road ws in a steady state. Note also
that

d
dt

∫ b

a
ρ(x, t)dx =

∫ b

a

∂ρ

∂t
dx (6.9)

since a and b are constants.

Question: Why was partial derivative used on the right side of equation (6.9)?
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Explanation: It was used because ρ also depends on x. But from the fundamental
theorem of calculus ∫ b

a

∂q(x, t)
∂x

dx = q(b, t)−q(a, t) (6.10)

This means that from equations (6.8) to (6.10), we have∫ b

a

∂ρ

∂t
dx =−(q(b, t)−q(a, t)) =−

∫ b

a

∂q(x, t)
∂x

dx

=⇒
∫ b

a

[
∂ρ(x, t)

∂t
+

∂q(x, t)
∂x

]
dx = 0 (6.11)

But from our knowledge in Calculus,if
∫ b

a f dx = 0 then f = 0 and so

∂ρ(x, t)
∂t

+
∂q(x, t)

∂x
= 0 (6.12)

But the flux q(x, t) = ρ(x, t)u(x, t) where ρ(x, t) is the density and u(x, t) is the velocity,
so equation (6.12) can be written as

0 =
∂ρ

∂t
+

∂(ρu)
∂x

(6.13)

= ρt +ρxu+ρux (6.14)

But equation (6.14) is a first-order PDE involving two dependent variables ρ and u.

Question: How do we re-write equation (6.14) as equation with one dependent variable?

Explanation: In order to close the model or write the equation as equation with one
dependent variable, there is the need to close the model by the introduction of another
model. One of the major assumptions made by the modelers of traffic flow stated that
”the velocity may be reasonably assumed to be a function of the density alone. And so
instead of u = u(x, t) we have

u = u(ρ) = u(ρ(x, t))

So from equation (6.13), we have

∂ρ

∂t
+

∂(ρu(ρ))
∂x

= 0 (6.15)

I we let f (ρ) = ρu(ρ) then

∂(ρu(ρ))
∂x

=
∂

∂x
f (ρ) = f ′(ρ)ρx

hence equation (6.15) becomes

ρt + f ′(ρ)ρx = 0 (6.16)

Hence the traffic density of a traffic flow is a first-order partial differential equation.
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Appendix II(b): Investigating the Geometric Method of Solving First-Order
PDEs

Activity 1

Materials Required: Graph Sheet and rule.

Step 1: Plot the following points on the graph sheet: A(0,1),B(2,1),C(4,1),D(6,1),E(6,3),F(6,5).

Step 2: Join the points A to B, B to C, C to D, D to E and E to F with arrows.

Step 3: Join A to F with arrow as well.

Step 4: Describe the figure obtained

Figure 6.1: Vector AF

Step 5: Which of the variables x and y changes as you move from A to D and which of
them changes when you move along D to F.
Since x changes along the vector

−→
AF, if the function that represents the movement

of an object from the point A to the point F along AD and Df lines is u(x,y) then
the movement along the vector line

−→
AD can be represented by ux. The vector

along DF can be represented by uy.

Step 6: How can you write the vector ~U in terms of the vectors ux =
−→
AD and uy =

−→
DF?

~U = ux +uy

Activity 2

Step 1: Given that u(x,y) = y2, find ux.

Step 2: If u(x,y) = x3, find uy.
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Activity 3

Use your knowledge in integral calculus and ordinary differential equations to find the
general solution of the following equations while reflecting on the results you obtained in
activity 2.

Step 1: If ux = 0, find u.

Step 2: Given that uy = 0 find u.

Activity 4

Revise the results and findings of activity 1 to 3 and use it to answer the following
questions. You may share your findings among yourself. Give reasons for your answer.

Q. 1: What is meant by the equation ux = 0
Expected answer: It means the rate of change of u in the direction of the vector
(1,0) which is parallel to the x-axis is zero. That is (1,0).(ux,uy) = 0

Q. 2: What is the meaning of the equation uy = 0?
Expected answer: It means the rate of change of u in the direction of the vector
(0,1) which is parallel to the y-axis is zero. That is, (0,1).(ux,uy) = 0.

Q. 3: Given the first-order linear homogeneous PDE with constant coefficients

aux +buy = 0

where a and b are not both zero. That is a2 + b2 6= 0, explain the meaning of the
equation and its expected solution.
Expected answer: the quantity aux+buy = 0 is an equation obtained from directional
derivative of the function u in the direction of the vector

~V = (a,b) = ai+bj

And it must be zero. This means the solution u(x,y) must be constant in the
direction of the vector ~V .

Activity 5

For question (1) and (2), find the general solution of the PDEs.

1. ux +3uy = 0

2. 3ux−7uy = 0

3. Solve the first-order equation 2ut + 3ux = 0 with the auxiliary condition u(x, t) =
sinx when t = 0. Using the Geogebra, sketch the solution u(x,0).
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Appendix II(c): Investigating the Geometrical Content of First-Order
Quasilinear PDEs
The first-order quasilinear PDEs are of the form

a(x,y,u)ux +b(x,y,u)uy− c(x,y,u) = 0 (6.17)

and has a solution of the form
u = u(x,y) (6.18)

or in an implicit form
f (x,y,u)≡ u(x,y)−u = 0 (6.19)

This represents a possible solution surface in the (x,y,u) space.

Objectives

We are to investigate how to solve such equations and use it to obtain the solution to
the PDE ux + xuy = 0 which satisfies the initial condition u(0,y) = siny on the interval
−∞≤ x≤ ∞.

Activity 1

From our previous knowledge of functions of two variables, a function of the form
f (x,y,u) = 0 represents a surface called integral surface of equation (6.17).

1. At any point (x,y,u) on the solution surface, what is the gradient vector of the
solution (6.19)?
Expected Answer:The gradient vector to the solution is given by

∇ f = fxi+ fyj+ fuk = ( fx, fy, fu) = (ux,uy,−1) (6.20)

2. Write equation (6.18) as a dot product of two vectors.
Expected answers:

aux +buy− c = 〈a,b,c〉 ·
〈
ux,uy,−1

〉
= 0 (6.21)

3. If the dot product of the two vectors in equation (6.21) is zero, then describe the
vector 〈a,b,c〉.
Expected Answer: It is a tangent vector of the integral surface (6.19) at the point
(x,y,u).

4. What does the vector 〈a,b,c〉 determines?
Expected answer: It determines the direction of the vector

〈
ux,uy,−1

〉
.

5. Considering equation
ux + xuy = 0 (6.22)

identify the direction vector and hence write it as a dot product of two vectors.
Expected answer: The direction vector is 〈1,x,0〉 and

ux + xuy = 〈1,x,0〉 ·
〈
ux,uy,0

〉
= 0
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6. A curve in (x,y,u)-space whose tangent at every point coincides with the characteristic
direction field 〈a,b,c〉, is called a characteristic curve. If the parametric equations
of this characteristic curve are

x = x(t),y = y(t),u = u(t) (6.23)

what is the tangent vector to this curve and what is its relationship to the direction
vector 〈a,b,c〉?
Expected answer: The tangent vector is

〈
dx
dt ,

dy
dt ,

du
dt

〉
and it must be equal to

〈a,b,c〉.

7. Using equation (6.22), write the system of ordinary differential equations for the
characteristic curve of the equation ux + xuy = 0.
Expected answer: dx

dt = 1, dy
dt = y.

8. Find dy
dx and combining the idea of solving first-order PDEs you learnt in the geometric

method, find the solution u = u(x,y) of the equation subject to the initial condition
u(0,y) = siny and sketch the solution using Geogebra or MATLAB.
Expected answer:

dx
dt

= 1

dy
dt

= x

dy
dx

= x

∴ y =
x2

2
+ c

But f (c) = u(x,y)

u(x,y) = f (y− x2

2
)

Using the initial condition u(0,y) = siny we have
u(0,y) = f (y) = siny

∴ u(x,y) = sin
(

2y− x2

2

)
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Figure 6.2: Surface Curve of the solution of ux + xuy = 0 (u(x,y) = sin(2y−x2

2 ))

Instructors Explanation

The vector 〈a,b,c〉 determines the direction field called the characteristic direction or
Monge axis. It is of fundamental importance in the determination of a solution to the
PDEs (6.17). In summary, we have shown that f (x,y,u) = u(x,y)−u = 0, as a surface in
the (x,y,u)-space, is a solution of equation (6.17) if and only if the direction vector field
〈a,b,c〉 lies in the tangent plane of the integral surface f (x,y,u) = 0 at each point (x,y,u)
where ∇ f 6= 0 as shown below in figure 6.3.

Figure 6.3: The Tangent and Normal Vector fields of solution surface at a point (x,y,u)

A curve in the (x,y,u)-space, whose tangent at every point coincides with the characteristic
direction field 〈a,b,c〉 is called a characteristic curve. If the parametric equations of this
characteristic curve are x = x(t),y = y(t),u = u(t), then the tangent vector to the curve is〈

dx
dt ,

dy
dt ,

du
dt

〉
and is equal to 〈a,b,c〉. The system of ordinary differential equations of the

222

University of Education, Winneba http://ir.uew.edu.gh



characteristic curve is given by

dx
dt

= a(x,y,u),
dy
dt

= b(x,y,u),
du
dt

= c(x,y,u) (6.24)

Equation (6.24) is called the characteristic equations of the quasilinear equation since
there are only two independent ordinary differential equation equations in the system
(6.24), the solution consist of two parametric family of curves in (x,y,u)-space. The
projection on u = 0 of a characteristic curve on the (x, t)-plane is called a characteristic
base curve or simply characteristic and they are equal. So the characteristic equations
(6.24) in the non-parametric forms are

dx
a

=
dy
b

=
du
c

(6.25)

An important observation regarding the nature of the characteristic equation in the (x, t)-plane
is that, the characteristics are determined by the first two equations in (6.24) with their
slopes

dy
dx

=
a(x,y,u)
b(x,y,u)

(6.26)

If equation (6.17) is a linear equation, that is, a and b are independent of u, the characteristic
equation of (6.24) are plane curves with slopes

dy
dx

=
a(x,y)
b(x,y)

(6.27)

After integration, we can identify the characteristics which represents a one-parameter
family of curves in the (x, t)-plane. If a and b are constants, the characteristic equation of
equation (6.17) are straight lines.

Appendix II(d): Investigating the Method of Characteristics Using
Cramer’s Rule
This investigation was in the form interaction between the instructor and the students
based on their previous knowledge on geometrical interpretation of functions of two
variables, method of solving system of equations using Cramer’s rule. The summary
of the whole activity is presented below.

First-Order PDEs

Let’s consider the general first-order partial differential equations (PDEs).

a(x,y,u)ux +b(x,y,u)uy = c(x,y,u) (6.28)

where a,b and c may be constants or functions of x,y and u and u is a function of x and
y. Note that u is not a function of ux and uy. Since u is a function of x and y, that is,
u = u(x,y), the it implies from our previous activities that, u is a surface s and it is the
solution of equation (6.28) denoted by Figure 6.4. For simplicity, let’s write equation
(6.28) as

aux +buy = c (6.29)
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Figure 6.4: Surface denoting the solution of equation (6.28)

1. Question: Since u is the solution which is represented by the surface, then the
change in the value of u between two neigbhouring points on the surface, P and Q
is given by?
Expected Answer: The change in the value of u between two neigbhouring points
on the surface, P and Q is assumed to be du.
Question: Using the rate of change, ux and uy, find du.
Expected Answer: Using the rate of change we have

du = uxdx+uydy (6.30)

2. Equations (6.29) and (6.30) gives the system of equations{
aux +buy = c
uxdx+uydy = du

(6.31)

3. Question: Solve the system (6.31) using Cramer’s rule.
Expected Answer: Expressing the system (6.31) in matrix equation form, we have[

a b
dx dy

][
ux
uy

]
=

[
c

du

]
(6.32)

Letting D =

[
a b
dx dy

]
, the system will have a unique solution if the determinant of

the matrix D is non-zero.
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Question: When will the system have infinite number solutions (i.e., infinite number
of surfaces containing the line PQ).
Expected Answer: The system will have infinite number of solutions when the
determinant of D is zero. That is [

a b
dx dy

]
= 0 (6.33)

Figure 6.5: Slope of the Characteristic

Note: A characteristic curve is defined as a curve along which the determinant of
the matrix D is zero.

4. Question: From the definition above, deduce the characteristic equation of the
equation (6.28).
Expected Answer: The direction of the characteristic is

ady−bdx = 0 (6.34)

This means that

ady = bdx
dy
dx

=
b
a

From which we can also write
dy
b

=
dx
a

(6.35)
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From Cramer’s rule, the solution of equation (6.33) can be found if∣∣∣∣ c b
du dy

∣∣∣∣= 0 or cdy = bdu (6.36)

and ∣∣∣∣ a c
dx du

∣∣∣∣= 0 or adu = cdx (6.37)

5. From equations (6.36) and (6.37), we have

dy
b

=
du
c

(6.38)

and
du
c

=
dx
a

(6.39)

From equations (6.35), (6.38) and (6.39), we have

dx
a

=
dy
b

=
du
c

(6.40)

Equation (6.40) is called the characteristic equation of equation (6.28). So in order
to solve equation (6.28), we just need to solve the characteristic equation.

Second-Order Equations

1. Consider the second-order quasilinear hyperbolic differential equation

auxx +buxy + cuyy = f (6.41)

where a,b,c and f are constants or functions of x,y,u,ux and uy, the differentials
d(ux) and d(uy) can be expressed as

d(ux) =
∂

∂x

(
∂u
∂x

)
dx+

∂

∂y

(
∂u
∂x

)
dy = uxxdx+uxydy (6.42)

d(uy) =
∂

∂x

(
∂u
∂y

)
dx+

∂

∂y

(
∂u
∂y

)
dy = uxydx+uyydy (6.43)

2. Equations (6.41), (6.42) and (6.43) can be expressed in matrix form as a b c
dx dy 0
0 dx dy

uxx
uxy
uyy

=

 f
d(ux)
d(uy)

 (6.44)

3. As in the case of the first-order, the equation (6.44) can be solved uniquely except
when the determinant of the coefficient matrix is zero. That is∣∣∣∣∣∣

a b c
dx dy 0
0 dx dy

∣∣∣∣∣∣= a(dy)2−b(dxdy)+ c(dx)2 = 0 (6.45)
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4. Dividing equation (6.45) by (dx)2, we have

a
(

dy
dx

)2

−b
(

dy
dx

)
+ c = 0

Solving the equation using the quadratic formula, we have

dy
dx

=
b±
√

b2−4ac
2a

(6.46)

This is called the characteristic equation of the second-order non-homogeneous
equation (6.41).

Appendix III: Mathematical Modelling and Numerical Approaches

Appendix III(a): Numerical Approach in Solving First-Order and Second-Order
PDEs
Topic: Discretization of first-order and second-order partial differential equations
Objectives: To introduce students to

i. two dimensional grid for partial derivatives of functions of two independent variables.

ii. forward, backward and central difference of partial derivatives of functions involving
two independent variables.

R.P.K: Numerical Integration (Trapezoidal rule, Simpson’s rule, integration with unequal/equal
segments, integration in two- and three-dimensional domain).

Finite Difference Approximations

Recall that the partial derivative
∂u
∂x

= ux and
∂u
∂y

= uy of function of two independent

variables x and y is given by

ux =
∂u
∂x

= lim
∆x→∞

u(x+∆x,y)−u(x,y)
∆x

uy =
∂u
∂y

= lim
∆y→∞

u(x,y+∆y)−u(x,y)
∆y

We can therefore use the approximations

∂u
∂x
≈ u(x+∆x,y)−u(x,y)

∆x
∂u
∂y
≈ u(x,y+∆y)−u(x,y)

∆y

In partial differential equations of an unknown function u involving two independent
variables x and y, we use a two-dimensional finite difference grid as shown in Figure 6.6.
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Figure 6.6: Two-Dimensional Grid for Finite Difference

For a function u(x,y), the finite difference approximation for the first-order partial derivatives

ux =
∂u
∂x

at x = xi, y = y j can be found by fixing the value of y at y j and treating u(x,y j)

as a one-variable function. In this study, we will ignore the errors due to discretization
and approximations.

The forward, backward and central difference of ux can be express as

∂u
∂x

∣∣∣∣
i, j
≈

u(xi +∆x,y j)∗u(xi,y j)

∆x
(6.47)

∂u
∂x

∣∣∣∣
i, j
≈

u(xi,y j)−u(xi−∆x,y j)

∆x
(6.48)

∂u
∂x

∣∣∣∣
i, j
≈

u(xi +∆x,y j)−u(xi−∆x,y j)

2∆x
(6.49)

The central difference approximation of the second-order partial derivatives at (xi,y j) can
be derived as

∂2u
∂x2

∣∣∣∣
i, j
≈

u(xi +∆x,y j)−2u(xi,y j)+ f (xi−∆x,y j)

(∆x)2 (6.50)

∂2u
∂y2

∣∣∣∣
i, j
≈

u(xi,y j +∆y)−2u(xi,y j)+ f (xi,y j−∆y)
(∆y)2 (6.51)

∂2u
∂x∂y

∣∣∣∣
i, j
≈

u(xi +∆x,y j +∆y)−u(xi +∆x,y j−∆y)−u(xi−∆x,y j +∆y)+u(xi−∆x,y j−∆y)
(4∆x∆y)

(6.52)
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The region R for which the partial derivatives of the function u is taken is assumed to
be rectangular. The domain for the integration is is divided into m equal parts along the
x-direction and n equal parts along the y-direction. So in the discretization, i= 0,1,2, ...,n
and j = 0,1,2, ...,m.

Appendix III(b): Modelling Heat Conduction in a Thin Rod
Teaching Learning Materials: Pieces of thin insulated copper wires of length 3 5cm
each, lighter and stop-watch.

In a metal rod with non-uniform temperature, heat (thermal energy) is transferred from
regions of higher temperature to regions of lower temperature. Three physical principles
are used here.

1. Heat (or thermal) energy of a body with uniform properties is given by

Heat Energy = cmu (6.53)

where m is the mass of the body, u is the temperature and c is the specific heat
capacity and is the energy required to raise a unit mass of the substance 1 unit in
temperature.

2. Fourier law of heat transfer: The rate at which heat energy transfer is proportional
to negative temperature gradient at the surface. That is,

Rate of heat transfer
area

=−K0
∂u
∂x

(6.54)

where K0 is the thermal conductivity of the material.

3. The law of conservation of energy: Energy is neither created nor destroyed.

With these three physical properties, we deduce the heat equation.

Consider a uniform rod of length l with non-uniform temperature lying on the x-axis
from x = 0 to x = l. By uniform rod, we mean the density ρ, specific heat c, thermal
conductivity K0, cross-sectional area A of the metal rod are all constant. Assume the
sides of the rod are insulated and only the ends may be exposed. Also assume there is no
heat source within the rod.

At this stage, students were directed to apply heat to one end of their thin insulated copper
wire and measure the time it will take for them to feel the heat.

Even though there was no measuring instrument to measure the amount of heat as the heat
transfer from one region to another along the rod and the heat energy at the end of the rod.

Consider an arbitrary thin slice of the rod of width ∆x between x and x+∆x as indicted
in Figure 6.7.

229

University of Education, Winneba http://ir.uew.edu.gh



Figure 6.7: Thin Metal Rod

The slice is so thin that the temperature throughout the slice is u(x, t). Thus,

Heat energy of segment = c×ρA∆xu(t,x) (6.55)

By the law of conservation of energy

HLR = HL−HR (6.56)

where HLR represent change of heat energy of the segment in time ∆t, HL is heat in from
left boundary and HR is the heat out from right boundary. From Fourier’s law,

cρA∆xu(x, t +∆t)− cρA∆xu(x, t) = ∆tA
(
−K0

∂u
∂t

)
x
−∆tA

(
−K0

∂u
∂x

)
x+∆x

(6.57)

Recall that ρ,c,A,K0 are constants. Rearranging equation (6.57) yields

u(x, t +∆t)−u(x, t)
∆t

=
K0

cρ


(

∂u
∂x

)
x+∆x
−
(

∂u
∂x

)
x

∆t

 (6.58)

Taking the limits as ∆t,∆x→ 0 gives the heat equation

∂u
∂t

= κ
∂2u
∂x2 (6.59)

where
κ =

K0

cρ
(6.60)

is called the thermal diffusivity.

Appendix III(c): Modelling the Wave Equation in a String
Teaching/Learning Materials: An elastic strings, nails, a pieces of sticks.

Suppose we stretched a perfectly flexible or elastic string to a length L and fix the ends.
If the string is plugged at time t = 0 and release so that it vibrates, we can describe the
motion of the string by determining the deflection u(x, t) at any point x and time t > 0.
That is, we would like to be able to determine the shapes of these vibrations and for
that matter derive a PDE, the wave equation, which must be satisfied by the position of
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the string. But before we go to the derivation of the wave equation, let’s consider some
physical assumptions that must be considered.

Assumptions

Physical assumptions leading to the model are

1. Our string is homogeneous: The mass per unit length being constant. That is, the
string is made of the same material all the way through.

2. Our string does not furnish any resistance to bending (i.e. perfect elasticity).

3. The gravitational force acting on the string can be ignored due to the large tension
caused by the string prior to clamping it at the end points.

4. Each particle of the string moves vertically only, exhibiting small motions so the
deflection and the slope within each point of the string remains small. i.e. absolute
value.

Suppose our string has length L and that it is nailed down at the endpoints (0,0) and (L,0)
as shown in Figure 6.8. The string’s motion is described by its position function

u(x, t) = height o f string at point x at time t (6.61)

Figure 6.8: Vibrating String

Let’s consider the force acting on a small portion of our string as shown in Figure 6.9

Figure 6.9: Portion of the String
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Figure 6.10: Tensions on the String

• Since we have assumed that our string offers no resistance to bending, the tension
is tangential to the curve of the string at every point.

• Let T1 and T2 denote the tensions (respectively) at the points P and Q or our small
portion.

• Due to our assumption, there is no movement in the horizontal direction, the horizontal
components of the tension must be constant. That is, each point on the string moves
only in u-direction and the motion is restricted to the x-u plane. Thus each point on
the string occupies the same x-coordinate at all times.

To obtain the equation of vibrating string, we consider the forces acting on a small portion
of the string as shown in Figure 6.9. Since the string offers no resistance to bending, the
tension is tangential to the curve of the string at each point. Let T1 and T2 be the tension
at the endpoints P and Q of that portion. Since the points of the string move vertically,
there is no motion in the horizontal direction. Hence the horizontal components of the
tension must be constant. Then we have

~T1 cosα = ~T2 cosβ = T =Constant (6.62)

Since the string vibrate freely in the vertical direction, there are only two forces, namely,
the vertical components - −T1 sinα of T1 at P and T2 sinβ of T2 at Q. Here, the minus
sign appears because the component at P points to the opposite direction of u and sinα is
positive. That is, the minus sign occurs due to the components at P pointing downwards.
Applying Newton’s law (F = ma), we know that the resultant to the 2 forces is equal to
the mass of the string (ρ∆x) times the acceleration ∂2u

∂t2 evaluated at some point between
x and x+∆x where ρ is the mass of the undeflected string per unit length (the density
function) and ∆x is the length of the portion of the undeflected string.

Thus T2 sinθ2−T1 sinθ1 = ρ∆x
∂2u
∂t2 (6.63)
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Dividing through by equation (6.62), we have

T2 sinθ2

T2 cosθ2
− T1 sinθ1

T1 cosθ1
=

ρ∆x
T

∂2u
∂t2 = tanθ2− tanθ1 (6.64)

Note that, the tangent values are the corresponding slopes of the string at x and x+∆x,
that is

tanθ1 = ux(x, t) and tanθ2 = ux(x+∆x, t) (6.65)

Substituting equation (6.65) into (6.64), we have

1
∆x

[ux(x+∆x, t)−ux(x, t)] =
ρ∂2u
T ∂t2 (6.66)

The limit as ∆x→ 0
T
ρ

uxx = utt (6.67)

Let c2 = T
ρ

Therefore utt = c2uxx (6.68)

Equation (6.68) is known as the one-dimensional wave equation where c2 = T
ρ

is called
the wave speed.

Appendix III(d): Microsoft Excel Implementation of Solutions to Heat
Equation
Teaching Learning Materials: Computer with Microsoft Excel application installed.

Introduction: Microsoft Excel was used to implement a simple approach in solving
initial-value boundary problems of partial differential equations. In this excel implementation,
finite difference method was used for both the heat equation and wave equation. This
approach was adapted from Radwan (2001) and Ketkar and Reddy (2003) and modified.

Discretization of Heat Equation

The finite difference approach was used to find the solution to one-dimensional heat
equation of the form

ut = α
2uxx for 0 < x < L,0 < t ≤ T (6.69)

with initial conditions
u(x,0) = f (x),0 < x < L (6.70)

and boundary conditions

u(0, t) = g1(t),u(L, t) = g2(t),0 < t ≤ T (6.71)

The following steps were followed:

1. The interval [0,L] was divided into n pieces, each of length h = ∆x = L/n.

2. The corresponding points (on the two-dimensional grid) were denoted by xi for
i = 0,1,2, ...,n. The ends of the interval were at x0 = 0 and xn = L.
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3. The interior points were xi = ih, for i = 1,2, ...,n−1.

4. Similarly, the mesh for the time interval [0,T ] was computed by dividing the intervals
by m with k = ∆t = T/m and t j = 0,1,2, ...,m.

5. The ends of the time interval were t0 = 0 and tm = T .

6. The solution at the grid points u(x, t) was denoted by ui, j.

7. The finite difference techniques was used to replace the partial derivatives with
difference quotients.

8. The forward difference formula was used for the heat equation for ut . That is

ut =
1
k
[ui, j+1−ui, j] (6.72)

and the uxx was replaced by

uxx =
α2

h2 [ui−1, j−2ui, j +ui+1, j] (6.73)

9. A linear system of equation was obtained after the space derivative was replaced
by the difference formula at the jth time step and the time derivative by a forward
difference formula.

10. The temperature u at the grid points wa given by

1
k

[
ui, j+1−ui, j

]
=

α2

h2

[
ui−1, j−2ui, j +ui+1, j

]
(6.74)

11. We let r =
α2k
h2 and then the solution ui, j+1 is found.

12. Because the solution is known at t = 0, the first step was explicitly solved and was
then followed by step by step approach.

13. The condition for the stability of the finite difference scheme is
∣∣∣∣2α2∆t
(∆x)2

∣∣∣∣ ≤ 1 and

so ∆t ≤ (∆x)2

2α2 and so 0 < r < 0.5.

14. We therefore solve numerically for the temperature using

ui, j+1 = r[ui+1, j +ui−1, j ]+ (1−2r)ui, j

Microsoft Excel Implementation Steps

We take steps to find the temperature distribution of a metal rod of length 2cm which was
kept under room temperature (30oC) with boundary conditions u(0, t) = 80oC,u(2, t) =
30oC given that the heat equation is ut = 0.2uxx. We will look at this distribution by
dividing the rod into 5 equal parts. We also assume that there is no heat loss to the
surroundings. We go through the following steps to find out how the temperature varies
with respect to time and with respect to space:
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1. Computing ∆x =
L
m

where m is the number of divisions of the rod and L is the length

of the rod, we have ∆x =
2
5
= 0.4

2. Since we want to we want to verify the temperature distribution with respect to time
and space, we have our grid in the form shown in Figure 6.11.

Figure 6.11: The Grid

3. Note that, α2 = 0.2 and so ∆t should in such a way that ∆t ≤ 0.22

2(0.2)
= 0.4. In this

case we take ∆t = 0.1.

4. Launch Microsoft Excel.

5. In cell A1, type ”alpha sq” and type 0.2 in cell B1. This is to say that α2 = 0.2.

6. In cell F1 type L and type 2 in cell G1. This is to indicate that the length L = 2cm.

7. In cell F2, type Division and type 5 in cell G2 indicating that the number of divisions
n = 5.

8. In cell C1 type Delta x and type =G1/G2 in cell D1 to represent ∆x =
L
n

.

9. In cell D2 type Delta t and type 0.1 to represent ∆t = 0.1. Note that, 0≤ ∆t ≤ 0.4.

10. In cell A3, type r and type =B1*E2/E1∧2 in cell B3 to compute the value of r. That

is r =
α2∆t
(∆x)2 .

11. Your Excel screen should look like as illustrated in Figure 6.12.

Figure 6.12: Excel Implementation 1
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12. In cell B5, type i and enter 1 to 6 from cell C5 to H5 as illustrated in Figure 6.13. This
represents the ith position of the rod in space, that is, along the x-axis.

13. In cell A6, type j and type 1 in cell A7. In cell A8, type =A7+1. Click in cell A8 and
drag the handler to generate the numbers from 1 to 51 in cells A7 to A57 as illustrated
in Figure 6.13. This illustrates the jth position in time along the vertical axis.

14. In cell B6, type t/x for time in column and space in row 5. In cell C, enter the number
0 to indicate the beginning of the rod.

15. Click in cell D6 and type =C6+$D$1 and press enter. Click inside cell D6 and use the
handle to fill from cell D6 to H6 as indicated in Figure 6.13.

16. In cell B7, type 0. Click in cell B8 and type =B7+$D$2. Click in cell B8 and drag the
handler to fill cells B7 to B57 as indicated in Figure 6.13. This represents the changes
in time.

Figure 6.13: Excel Implementation 2

17. In cells C7 to H7, enter 30 to as shown in Figure 6.13. This indicates the initial
condition u(x,0) = 30.

18. In cells C8 to C57, enter 80 to indicate the left boundary condition u(0, t) = 80 and
30 in cells H8 to H57 to indicate the right boundary condition u(2, t) = 30 as shown
in Figure 6.13.

19. We now compute the temperature distribution ui+1, j along the rod in time (with respect
to time) and in space (with respect to the length) using

ui, j+1 = r[ui+1, j +ui−1, j ]+ (1−2r)ui, j
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20. In cell D8, type ”=$B$3*(E7+C7)+(1-2*$B$3)*D7”. Click inside cell D8 and drag
the handler from D8 to G8 to fill in the time steps.

21. Select cells D8 to G8 and use the handler to fill cells D8 to G57 as shown in Figure
6.14.

Figure 6.14: Excel Implementation of the temperature Distribution in the rod

22. We will now plot the graph of the temperature distributions as 0, 1, 2, 3, 4 and 5
seconds using scatter plot.

23. Select cells C6 to H7 and go to Insert → Charts and select ”Scatter with Smooth
Lines and Markers”. You will obtain the first scatter plot with the initial conditions
as indicated in Figure 6.15.
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Figure 6.15: Scatter Plot

24. Right-click in the plot area and choose ”Select Data”. The Select Data Source dialog
box will display as shown in Figure 6.16.

Figure 6.16: Data Source Selection

25. Click Add. The Edit Series dialog box will display. In the edit series dialog box, type
”=Sheet4!$C$6:$H$6” for ”Series X Values” and type ”=Sheet4!$C$17:$H$17” for
”Series Y Values” as indicated in Figure 6.17 and click OK. Note that, Yours may be
Sheet1!, Sheet2!, etc depending on the name of the sheet you are working in. I am
working in Sheet4.
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Figure 6.17: Edit Series Dialog

26. Repeat step (25) again but repeat the same as range for Series with X values but
=Sheet4!$B$27:$H$27 for series with Y values and click Ok. The will be for the
time t = 1s.

27. Repeat the process for the times t = 2,3,4,5. When done, your window will look as
shown in Figure 6.18.

Figure 6.18: Final Data Source

28. Click OK again and the graph will display as shown in Figure 6.19.
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Figure 6.19: Graph of Heat Distribution in the Rod

29. To check the stability, change the value of ∆t in cell D2 to 1. Write your comment.
Read both the graph and the results and write your comment.

30. Change it to 0.3 and write your comment.

31. Change it 0.1 and change the length L to different values to verify the heat distribution
in different length of the rod.

32. Change the number of divisions and write your comment. In all cases, look at the
value of ∆t in cell D2 and compare to the condition in cell G3. Adjust the value of ∆t
in cell D2 to meet the condition and write your comments.

Appendix VI: Interview Guide

Length: 10 minutes
Primary goal: To determine the challenges students encounter during teaching and learning
of PDEs and the factors that lead to these challenges students faces in learning partial
differential equations.
Verbal Consent: You have been selected among 4 other students for this interview. The
main purpose of this interview is to solicit information about some of the challenges
you face during instructional delivery for partial differential equations. I am actually
interested in the factors that contributed to these challenges and anything you say is for
the purpose of studies. So feel free to tell me anything you believe or you think about
my question. All informations provided will be confidential. Under no circumstance will
your information be shared with anyone else and all information is on academic purpose
only.

1. Tell me briefly about your interest in Mathematics in general.

2. How do you find teaching and learning of PDEs?

3. Are you affected by the following factors during teaching and learning of PDEs?

240

University of Education, Winneba http://ir.uew.edu.gh



(a) Instructional Strategies and methods

(b) Your ability to recall what you have been taught previously that are pre-requisite
to PDEs.

(c) Computational ability: Your ability to formulate mathematical formulates and
algebraically manipulate the equations in order to be able to solve.

(d) Availability ICT tools.

(e) Comprehension. Your ability to read and understand the given problem or
task.

(f) Motivation

(g) Computer applications for mathematics

(h) Gender

(i) Any other thing you can think of.

4. Comparing the traditional teaching method you were going through to this instructional
approach, which of them will you prefer and why?

5. Briefly tell me about how you fill about the whole instructional approach and what
you hope needs improvement.

Appendix V: Analysis of the Pilot Study Results

Appendix V(a): Reliability Analysis

Table 6.1 Case Processing Summary

N %
Cases Valid 80 100.00

Excludeda 0 0
Total 80 100.00

a. Listwise deletion based on all variables in the procedure

Table 6.2 Reliability Statistics for Split-Half Method

Cronbach’s Alpha Part 1 Value 0.745
No. of Items 3a

Part 2 Value 0.791
No. of Items 3b

Total No. of Items 6
Correlation Between Forms 0.829
Spearman-Brown Equal Length 0.907
Coefficient Unequal Length 0.907
Gutman Split-Half Coefficient 0.903
a. The items are: Question 1, 3 and 5
b. The items are: Question 2, 4 and 6
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Table 6.3 Scale Statistics

Mean Variance Std. Deviation No. of Items
Part 1 15.55 37.820 6.150 3a

Part 2 16.65 29.699 5.450 3b

Both Parts 32.20 123.095 11.095 6
a. The items are: Question 1, 3 and 5
b. The items are: Question 2, 4 and 6

Table 6.4 Cronbach’s Alpha Reliability Statistics

Cronbach’s Alpha No. of Items
0.878 6

Appendix V(b): Analysis of Diagnostic Test

Appendix V(b)(i): Analysis of the Diagnostic Test for the pilot Study before regrouping

Table 6.5 Group Statistics

Groups N Mean Std. Deviation Std. Error Mean
Scores Control Group 40 7.450 1.9075 0.3016

Experimental Group 40 6.025 1.7612 0.2785

Table 6.6 Independent Samples Test

Scores
EVA EVNA

Levene’s Test for
Equality of Variances

F 0.976
Sig. 0.326

t-test for Equality
of Means

t 3.471 3.471
df 78 77.509
Sig. (2-tailed) 0.001 0.001
Mean Difference 1.4250 1.4250

Std. Error
Difference 0.4105 0.4105

95% Confidence Interval
of the Difference

Lower 0.6078 0.6077
Upper 2.2422 2.2422

Keys: EVA-Equal Variances Assumed, EVNA-Equal Variances not Assumed

Analysis for the Diagnostic Study after Re-Grouping

Table 6.7 Group Statistics

Groups N Mean Std. Deviation Std. Error Mean
Scores Control Group 40 6.775 1.9675 0.3111

Experimental Group 40 6.700 1.9768 0.3126
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Table 6.8 Independent Samples Test

Scores
EVA EVNA

Levene’s Test for
Equality of Variances

F 0.018
Sig. 0.894

t-test for Equality
of Means

t 0.170 0.170
df 78 77.998
Sig. (2-tailed) 0.865 0.865
Mean Difference 0.0750 0.0750

Std. Error
Difference 0.441 0.441

95% Confidence Interval
of the Difference

Lower -0.8029 -0.8029
Upper 0.9529 0.9529

Keys: EVA-Equal Variances Assumed, EVNA-Equal Variances not Assumed

Appendix V(c): Analysis of the Pilot Study

Appendix V(c)(i): Analysis of the Pilot Study Test 1

Table 6.9 Group Statistics

Groups N Mean Std. Deviation Std. Error Mean
Scores Control Group 40 7.225 1.7612 0.2785

Experimental Group 40 7.975 1.6562 0.2619

Table 6.10 Independent Samples Test

Scores
EVA EVNA

Levene’s Test for
Equality of Variances

F 0.235
Sig. 0.629

t-test for Equality
of Means

t -1.962 -1.962
df 78 77.707
Sig. (2-tailed) 0.053 0.053
Mean Difference -0.75 -0.75

Std. Error
Difference 0.441 0.441

95% Confidence Interval
of the Difference

Lower -1.511 -1.5111
Upper 0.011 0.0111

Keys: EVA-Equal Variances Assumed, EVNA-Equal Variances not Assumed
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Appendix V(c)(ii): Analysis of the Pilot Study Test 2

Table 6.11 Group Statistics

Groups N Mean Std. Deviation Std. Error Mean
Scores Control Group 40 6.200 1.2850 0.2032

Experimental Group 40 7.725 1.7539 0.2773

Table 6.12 Independent Samples Test

Scores
EVA EVNA

Levene’s Test for
Equality of Variances

F 3.798
Sig. 0.055

t-test for Equality
of Means

t -4.436 -4.436
df 78 71.503
Sig. (2-tailed) 0.000 0.000
Mean Difference -1.5250 -1.5250

Std. Error
Difference 0.441 0.441

95% Confidence Interval
of the Difference

Lower -2.2094 -2.2104
Upper -0.8406 -0.8396

Keys: EVA-Equal Variances Assumed, EVNA-Equal Variances not Assumed

Appendix V(c)(ii): Analysis of the Pilot Study Test 3

Table 6.13 Group Statistics

Groups N Mean Std. Deviation Std. Error Mean
Scores Control Group 40 4.600 2.4158 0.382

Experimental Group 40 7.450 1.825 0.2886
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Table 6.14 Independent Samples Test

Scores
EVA EVNA

Levene’s Test for
Equality of Variances

F 12.057
Sig. 0.001

t-test for Equality
of Means

t -5.953 -5.953
df 78 72.579
Sig. (2-tailed) 0.000 0.000
Mean Difference -2.85 -2.85

Std. Error
Difference 0.4748 0.4748

95% Confidence Interval
of the Difference

Lower -3.803 -3042
Upper -1.897 -1.8958

Keys: EVA-Equal Variances Assumed, EVNA-Equal Variances not Assumed

Appendix V(d): Test of Assumptions for Pilot Study

Appendix V(d)(i): Test for Normality

Figure 6.20: Q-Q Plot of the Control for Group Test 1 Scores
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Figure 6.21: Q-Q Plot of the Experimental Group for Test 1 Scores

Figure 6.22: Q-Q Plot of the Control Group for Test 2 Scores
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Figure 6.23: Q-Q Plot of the Experimental Group for Test 2 Scores

Figure 6.24: Q-Q Plot of the Control Group for Test 3 Scores
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Figure 6.25: Q-Q Plot of the Experimental Group for Test 3 Scores

Appendix V(d)(ii): Box Plot for the Pilot Study

Figure 6.26: Box Plot of the Control Group for Test 1
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Figure 6.27: Box Plot of the Experimental Group for Test 1

Figure 6.28: Box Plot of the Control Group for Test 2
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Figure 6.29: Box Plot of the Experimental Group for Test 2

Figure 6.30: Box Plot of the Control Group for Test 3

250

University of Education, Winneba http://ir.uew.edu.gh



Figure 6.31: Box Plot of the Experimental Group for Test 3

Table 6.15 Test for Normality of Pilot Study

Kolmogorov-Smirnov Shapiro-Wilk
Tests Groups Statistic df Sig. Statistic df Sig.

Test Scores Test 1 Control Gp 0.207 40 0.000 0.911 40 0.004
Experimental Gp 0.207 40 0.000 0.893 40 0.001

Test 2 Control Gp 0.158 40 0.013 0.907 40 0.003
Experimental Gp 0.187 40 0.001 0.888 40 0.001

Test 3 Control Gp 0.219 40 0.000 0.856 40 0.000
Experimental Gp 0.172 40 0.004 0.881 40 0.001
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